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Abstract

We obtain a heavy-traffic limit for the $GI/M/n + GI$ queue which includes the entire abandonment distribution. Our main approach is to scale the hazard rate function in an appropriate way such that our resulting diffusion approximation contains the entire hazard rate function. We then show through numerical studies that for various key performance measures, our approximations outperform those commonly used in practice which only involved the abandonment distribution through the value of its density at the origin. The robustness of our results is also demonstrated by applying them to solving constraint satisfaction problems arising in the context of telephone call centers.

1 Introduction

In this paper, we study multi-server queues with abandonment. Many recent results in the asymptotic analysis of queueing system with abandonment (see for instance [24, 17, 7] and the references therein) seem to suggest that for both single server and multi-server queues with a utilization close to one the density of the abandonment distribution at the origin plays a prominent role in determining overall system performance. Unfortunately, however, approximations based solely on the value of the density of the abandonment distribution at the origin suffer from the potential drawback that the density of a distribution at the origin is a rather un-robust statistic. In order to provide a simple demonstration of this fact consider the following example.

Consider two $M/M/n + GI$ queues both having an identical arrival rate of 200 customers per unit time and an equal number of servers set equal to 200. Assume that the service rate in both systems is 1 and that the patience time distribution in the first system is exponential with rate 2. In the second system, there are two classes of customers, 90% of whom are very patient, their patience time is exponentially distributed with rate 0.01 and 10% of whom are very impatient, their patience time is exponentially distributed with rate 19.91. Both the patience time distribution in system one and the patience time distribution in system two have the same density at the origin and consequently based off of the approximations provided in [24], these systems will behave identically in the heavy traffic limit considered in [24]. However, direct calculations yield that the average waiting time in steady state in the second system may be up to 70% larger than that in first
system. In addition, the probability of abandonment and probability that a customer waits for service are approximately 11% and 18% less in the second system, respectively.

As the previous example illustrates, an approximation which only incorporates the density of the abandonment distribution at zero may make considerably large approximation errors relative to the actual performance of the system. Moreover, it is well known that in general the hazard rate function of the abandonment distribution plays a pivotal role in characterizing overall system performance [1]. In [22] an asymptotic regime is introduced which appears to overcome many of the above mentioned difficulties and in which the hazard rate function of the abandonment distribution plays a prominent role in the limit. In the present paper, the asymptotic regime considered in [22] is extended to the $GI/M/n + GI$ queue in the many-server heavy traffic regime in order to obtain new approximations to the steady-state performance of the system. These approximations are shown to be considerable improvements upon those previously obtained. Moreover, we demonstrate the robustness of our results by applying them to solve constraint satisfaction problems in the design of telephone call centers.

Specifically speaking, in the present paper we consider a sequence of $GI/M/n + GI$ queues in the many-server heavy traffic regime, or more specifically in the QED regime, see [11]. In this regime, both the arrival rate and the number of servers tend to infinity in such a way that the system reaches heavy traffic in the limit. The service time distribution is assumed to be fixed. In the standard QED regime analysis, the abandonment time distribution is also assumed to be fixed, it does not depend on the arrival rate or the system size [24, 17, 7]. On the contrary, in the present paper we also scale the abandonment distribution by setting the hazard rate in the $n^{th}$ system equal to $h(\sqrt{n}x)$, where we recall the number of servers is equal to $n$. This allows us to establish a limiting process where the entire abandonment distribution plays a role. Note that for the exponential distribution the hazard rate is constant so that our scaling reduces to the standard QED regime. We first establish diffusion limits for this system and then obtain the stationary distribution of the limiting diffusion process. Using this stationary distribution we propose approximations for certain performance measures. We then test the quality of our suggested approximations via extensive numerical experiments. We show that even when the offered load is as high as 500, simply using the value of the density at zero does not provide satisfactory approximations. In a certain setting, the suggested approximations in the literature may be off by as much as 400%, whereas our approximations in general have relative error of less than 10%. In addition, we use our approximations to find the optimal staffing levels to satisfy a quality of service constraint as in [16]. Our numerical experiments illustrate that solutions based on our approximations are more exact than those provided in [16].

The reasoning behind why just using the value of the abandonment distribution at zero will not always provide a good approximation may be explained as follows. Consider an $GI/M/n + GI$ queue with an arrival rate $\lambda$ and service rate $\mu$ and let $R = \lambda/\mu$ denote the offered load. It is well known that for large $R$, the average waiting time in this system is $O(1/\sqrt{R})$. As a consequence, the abandonment behavior of those customers who do abandon is determined by the values of the hazard rate function between zero and $O(1/\sqrt{R})$. As $R$ tends to $\infty$, this interval becomes smaller and smaller and hence using an approximation based on the value of the hazard rate function (or the density) of the abandonment time distribution at zero at first glance appears to be quite intuitive. However, if the value of the hazard rate function around zero is rapidly changing, it may take a large $R$ in order for its value at zero to serve as a good approximation for the hazard rate function of the abandoning customers. Consider for example the hyper-exponential distribution mentioned above. The value of its hazard rate function decreases from 2 to 1 in about 0.04 time
units. The offered load must be over 625 before the order of average waiting times is smaller than 0.04. If we consider a hyper-exponential distribution with rates 1 and 200, the required offered load will be more than 2,500. However, by scaling the hazard rate function we capture the effect of this phenomena and hence even for small \( R \) our method provides reliable approximations.

The rest of the paper is now organized as follows. We close this section with a review of the related literature and summarize the notation and terminology used throughout the rest of the paper. In Section 2, we introduce the mathematical model and our asymptotic framework. We present our main results in Section 3. In Section 4, we explain when our approximations are expected to perform better than those commonly found in the literature. Numerical experiments are presented in Section 5. Sections 6 through 9 are devoted to the proofs of our main results. Specifically, our proof technique relies upon the the Continuous Mapping Theorem and is detailed at the outset of Section 6. In essence, the main idea is to first transform the system equations into a suitable form. We then identify a key process as being a martingale and subsequently apply the martingale convergence theorem as well as the Functional Weak Law of Large Numbers in order to prove our heavy traffic fluid and diffusion limits.

1.1 Literature review

The earliest work on the \( M/M/n + M \) queue appears in [19, 20]. Independently, the \( GI/M/n + GI \) queue was analyzed in [1] and [14]. In [18], several approximations to the probability of abandonment in the \( GI/M/n + GI \) queue are developed and tested via simulation. [3, 4] considered the more general \( M(k)/M(k)/n + GI \) system where the arrival and service rates are allowed to depend on the number of calls in the system. A more detailed survey may be found in [24].

Our asymptotic analysis is similar to the QED regime first introduced in [13] for the \( M/M/N \) queue. In [12], the QED regime for the Erlang-A model with exponential abandonment is studied, establishing results that are analogous to [13]. Based on [1], [24] studied the asymptotic behavior of various performance measures when the arrival rate and the number of servers grow to infinity. More specifically, they established formulas for the limiting delay probability, expected waiting time and probability of abandonment among other measures in the quality and efficiency driven (QED) and efficiency driven (ED) regimes. We compare our results to theirs in the QED regime. In addition, [24] studied the staffing problem for constraint for the quality of service in [16]. [5] establishes the limit of the queue length processes for the \( G/Ph/N + GI \) queue in the QED regime. Here \( Ph \) indicates that the service time distribution is of phase-type. [17] establishes process level limits for the \( G/GI/N + GI \) queue.

In [25] and [26], the \( M/M/1 + M \) and \( G/G/1 + GI \) queues, respectively, are analyzed in the conventional heavy traffic regime where customer patience times do not change. Similar to [24], only the density of the abandonment distribution at zero appears in the limit. In order to study the effect of the entire distribution, [22] studied the \( GI/GI/1 + GI \) queue in the conventional heavy traffic regime where the hazard rate function of the abandonment distribution is scaled appropriately. Our approach is similar to theirs.

1.2 Notation

All random variables and processes are defined on a common probability space \((\Omega, \mathcal{F}, P)\) unless otherwise specified. The space of functions \( f : \mathbb{R}_+ \rightarrow \mathbb{R}^d \) that are right-continuous on \([0, \infty)\) and have left limits in \((0, \infty)\) is denoted by \(D(\mathbb{R}_+, \mathbb{R}^d)\) or simply \(D^d\); similarly, with \(T > 0\), the space of
functions $f : [0, T] \to \mathbb{R}^d$ that are right-continuous on $[0, T]$ and have left limits in $(0, T]$ is denoted by $D([0, T], \mathbb{R}^d)$. For $f \in D^d$, $f(t-)$ denotes its left limit at $t > 0$. For a sequence of random elements $\{X^n, n \in \mathbb{N}\}$ taking values in a metric space, we write $X^n \Rightarrow X$ to denote the convergence of $X^n$ to $X$ in distribution. Each stochastic process whose sample paths are in $D^d$ is considered to be a $D^d$-valued random element. The space $D^d$ is assumed to be endowed with the Skorohod $J_1$-topology (see [2]). Given $x \in \mathbb{R}$, we set $x^+ = \max\{x, 0\}$ and $x^- = \max\{-x, 0\}.

2 The Model

The model which we consider is the $GI/M/n + GI$ queue with arrival rate $\lambda$, service rate $\mu$ and abandonment distribution $F$. We assume that the abandonment distribution is absolutely continuous with hazard rate $h$. Moreover, we assume that $h$ is bounded and we denote its bound by $||h||_\infty$. Let $N_A$ be a renewal arrival process with sequence of arrival times

$$\tau_i = \inf\{t \geq 0 : N_A(t) \geq i\},$$

for $i \geq 1$. We assume that the sequence of interarrival times of the renewal process have mean one with standard deviation $\sigma_A$. Also, let $N_D$ be an independent, rate one Poisson process. Finally, we denote by $\{p_i, i \geq 1\}$ the sequence of i.i.d. random variables with CDF $F$ which represent the patience times of the customers arriving to the system. In particular, the $i^{th}$ customer arriving to the system will wait no more than $p_i$ units of time before receiving service. Otherwise, he will abandon.

We now define the total number of customers in the system process $Q = \{Q(t), t \geq 0\}$ as well as the virtual waiting time process $W = \{W(t), t \geq 0\}$ for the $GI/M/n + GI$ queue with arrival rate $\lambda$ and service rate $\mu$ to be the solution to the system of equations

$$Q(t) = N_A(\lambda t) - N_D \left( \mu \int_0^t (Q(s) \wedge n) ds \right) - R(t), \quad (1)$$

$$R(t) = \sum_{i=1}^{N_A(\lambda t)} 1\{p_i \leq W(\tau_i-1)\} 1\{p_i \leq t - \tau_i\}, \quad (2)$$

and

$$W(t) = \inf \left\{ u \geq 0 : \left( N_D \left( \mu \int_0^{t+u} (Q(s) \wedge n) ds \right) - N_D \left( \mu \int_0^t (Q(s) \wedge n) ds \right) \right) + \sum_{i=1}^{N_A(\lambda t)} 1\{p_i \leq W(\tau_i-1)\} 1\{p_i \leq (t+u) - \tau_i\} - \sum_{i=1}^{N_A(\lambda t)} 1\{p_i \leq W(\tau_i-1)\} 1\{p_i \leq t - \tau_i\} \right\} \geq (Q(t) - n)^+ \right\}. \quad (3)$$

It can be shown that this system of equations possesses a unique solution. Moreover, the process $R = \{R(t), t \geq 0\}$ represents the cumulative number of customers who have abandoned from the system at each point in time.
2.1 Asymptotic framework

We analyze the GI/M/n + GI queue in the many-server heavy-traffic regime explained in the following. Consider a sequence of GI/M/n + GI queues indexed by the number of servers n. In the n\textsuperscript{th} system we assume that the arrival rate is \( \lambda^n \), i.e. the arrival process is \( N_A(\lambda^n e) \), and that the service rate is \( \mu \). We could easily allow the service rate to vary with \( n \) as well, however for the sake of brevity in our proofs we do not. Finally, assume that the hazard rate of the abandonment distribution for the customers in the n\textsuperscript{th} system, \( h^n \), is defined by setting \( h^n(x) = h(\sqrt{n}x) \) for \( x \geq 0 \), as was done in [22]. Our convention is to superscript all quantities associated with the n\textsuperscript{th} system by the letter \( n \).

Let \( Q_0^n \) denote the initial number of customer in the n\textsuperscript{th} system. We define

\[
\hat{Q}_0^n = \frac{Q_0^n - n}{\sqrt{n}},
\]

\[
\hat{Q}^n(t) = \frac{Q^n(t) - n}{\sqrt{n}},
\]

We assume that

\[
n^{-1}\lambda^n \to \lambda, \quad \text{as } n \to \infty,
\]

where \( \lambda = \mu \) and

\[
n^{1/2}(n^{-1}\lambda^n - \mu) \to -\beta \mu \quad \text{as } n \to \infty.
\]

We also assume that

\[
\hat{Q}_0^n \Rightarrow \hat{Q}_0, \quad \text{as } n \to \infty,
\]

for some random variable \( \hat{Q}_0 \).

3 Main results

The following is the main result of the paper. It provides a diffusion limit for the GI/M/n + GI queue in the Halfin-Whitt regime under the hazard rate scaling.

**Theorem 3.1.** Assume that (7)–(9) hold. Then \( \hat{Q}^n \Rightarrow \hat{Q} \) as \( n \to \infty \), where \( \hat{Q} \) is the unique, strong solution to the stochastic differential equation

\[
\hat{Q}(t) = \sqrt{\mu(1 + \sigma_A^2)} \hat{B}(t) - \mu \beta t - \mu \int_0^t \hat{Q}^-(s) ds - \mu \int_0^t \left( \int_0^{\hat{Q}^+(s)} h(u) du \right) ds,
\]

for \( t \geq 0 \).

We now provide the steady-state distribution the limiting process \( \hat{Q} \) above.
Proposition 3.2. If \( \int_{0}^{\infty} h(u) > -\beta \), then \( \tilde{Q} \) possess a stationary distribution \( \pi \) whose density given by

\[
\pi(dx) = C \exp \left( \frac{-2}{1 + \sigma^2_A} \left( \beta x + \int_{0}^{x} \left( \int_{0}^{u} h(v) dv \right) du \right) \right) dx, \text{ for } x \geq 0
\]

and

\[
\pi(dx) = C \exp \left( \frac{-2}{1 + \sigma^2_A} (\beta x + x^2/2) \right) dx, \text{ for } x \leq 0,
\]

where

\[
C = \left( \int_{0}^{\infty} \left( \exp \left( \frac{-2}{1 + \sigma^2_A} \left( \beta x + \int_{0}^{x} \left( \int_{0}^{u} h(v) dv \right) du \right) \right) \right) + \exp \left( \frac{-2}{1 + \sigma^2_A} (\beta x + x^2/2) \right) \right) dx \right)^{-1}.
\]

3.1 Approximations

Using the stationary distribution of the limiting process \( \tilde{Q} \), we may now obtain the following approximations. Given the hazard rate function \( h \) for the abandonment distribution, let \( h^n = h(x/\sqrt{n}) \). Given the arrival rate \( \lambda^n \) and the number of servers \( n \), let the pdf \( \pi^n \) be defined as follows;

\[
\pi^n(dx) = C \exp \left( \frac{-2}{1 + \sigma^2_A} \left( \beta^n x + \int_{0}^{x} \left( \int_{0}^{u} h^n(v) dv \right) du \right) \right) dx, \text{ for } x \geq 0
\]

and

\[
\pi^n(dx) = C \exp \left( \frac{-2}{1 + \sigma^2_A} (\beta^n x + x^2/2) \right) dx, \text{ for } x \leq 0,
\]

where

\[
C = \left( \int_{0}^{\infty} \left( \exp \left( \frac{-2}{1 + \sigma^2_A} \left( \beta^n x + \int_{0}^{x} \left( \int_{0}^{u} h^n(v) dv \right) du \right) \right) \right) + \exp \left( \frac{-2}{1 + \sigma^2_A} (\beta^n x + x^2/2) \right) \right) dx \right)^{-1}.
\]

and

\[
\beta^n = -\mu^{-1}(\lambda^n - n\mu)/\sqrt{n}.
\]

We now approximate the stationary distribution of the queue length in the \( n \)th system by \( \sqrt{n} \pi^n \). We can also approximate the steady state distribution of the waiting time by \( \pi^n / (\sqrt{n}\mu) \), see Proposition 8.3 below.

We now provide approximations for certain key performance measures. The performance measures we focus on is the probability that all the servers are busy, which we denote by \( P(W > 0) \), the expected waiting time, which we denote by \( EW \), and the steady-state probability of abandonment, which we denote by \( PAb \). If arrivals are Poisson, then by the PASTA property, \( P(W > 0) \) is also equal to the probability that an arriving customer will have to wait in steady state. Our asymptotic results suggest the following approximations;
\[ P\{W > 0\} \approx \frac{\int_0^\infty \exp \left( -\frac{2}{1+\sigma_A^2} \left( \beta^n x + \int_0^x \left( \int_0^u h^n(v)dv \right) du \right) \right) dx}{\int_0^\infty \exp \left( -\frac{2}{1+\sigma_A^2} \left( \beta^n x + \int_0^x \int_0^u h^n(v)dv du \right) \right) dx + \int_0^- \int_0^\infty \exp \left( -\frac{2}{1+\sigma_A^2} \left( \beta^n x + x^2/2 \right) \right) dx} \]  

(10)

\[ EQ \approx \sqrt{nC} \int_0^\infty x \exp \left( -\frac{2}{1+\sigma_A^2} \left( \beta^n x + \int_0^x \left( \int_0^u h^n(v)dv \right) du \right) \right) dx \]  

(11)

\[ EW \approx \sqrt{nEQ}/\mu \]  

(12)

\[ P(Ab) \approx 1 - \mu (N - EB)/\lambda, \]  

(13)

where

\[ EB = n + \sqrt{nC} \int_{-\infty}^0 x \exp \left( -\frac{2}{1+\sigma_A^2} \left( \beta^n x + x^2/2 \right) \right) dx \]  

(14)

is the expected number of busy agents.

4 Intuition

We now provide a bit more of an intuitive explanation for when one should expect the approximations provided in this paper to outperform than those given in [24]. In [24], the approximations to the queue length process is provided by a diffusion process with a linear drift coefficient given by

\[ b(x) = \mu \beta + f(0)x \]  

where \( \beta \) is a constant which may be determined as a function of the capacity imbalance of the system and \( f(0) \) is the density of the abandonment distribution at zero.

In the present paper, our drift function is given by \( b(x) = \mu \beta + \int_0^x h(u)du \). However, note that so long as the abandonment distribution does not have an atom at zero, we have that \( h(0) = f(0) \). Thus, assuming that the hazard rate of the abandonment distribution is differentiable at least \( k \geq 1 \) times, we obtain by Taylor’s Theorem [8] expanding about the point zero that

\[ h(x) = f(0) + h'(0)x + \sum_{j=2}^k h^{(j)}(0) \frac{x^j}{j!} + R_k(x), \]

where \( R_k(x) \) is a remainder term. Substituting into our drift function, we then see that our drift function may be written as

\[ b(x) = \mu \beta + \int_0^x \left( f(0) + h'(0)u + \sum_{j=2}^k h^{(j)}(0) \frac{u^j}{j!} + R_k(u) \right) du \]

\[ = \mu \beta + f(0)x + \int_0^x \int_0^u h^{(j)}(0) \frac{u^j}{j!} + R_k(u)du. \]

Comparing with the original drift function \( b(x) = \mu \beta + f(0)x \), one then sees that one should expect our approximations to perform particularly well in the case when the magnitude of the derivative (and higher orders thereof) of the hazard rate function at zero is large. Indeed, we find out that is the case in the Section that follows.
5 Numerical Experiments

In this Section we test the quality of our proposed approximations via extensive numerical experiments. We first focus on the performance measures $P(W > 0)$, $EW$, and $PAb$. Then, in Section 5.3, we use our approximations to find the minimum staffing levels to satisfy a service quality constraint. We compare our approximations with those in [24] and [16]. We refer to the approximations appearing in [24] as the Z&M approximations.

5.1 Discussion of the experiments

We consider four different different $M/M/N + G$ queues with varying patience time distributions and with the number of servers in the systems ranging from 10 to 500. We also consider systems with different levels of load. Specifically, we consider $\beta = -1, 0$ and 1. The varying patience time distributions are chosen to illustrate some of the points alluded to in the introduction. In two of our experiments, we use patience times with a hyper-exponential distribution. A random variable $X$ is said to have a hyper-exponential distribution with rates $\gamma = (\gamma_1, \gamma_2, \ldots, \gamma_K)$ and probabilities $q = (q_1, \ldots, q_K)$, with $\sum_k q_k = 1$ and $q_k, \gamma_k \geq 0$, for $k = 1, \ldots, K$, if its pdf $f_X$ is given by

$$f_X(x) = \sum_{i=k}^{K} f_{Y_i}(x)q_k,$$

where $Y_i$ is an exponentially distributed random variable with rate parameter $\gamma_k$ and $f_{Y_i}$ is its pdf.

The first distribution we consider is a hyper-exponential distribution with rates $(1, 2)$ with probabilities $(0.5, 0.5)$. We choose this distribution as a base case to compare our approximations with the Z&M approximations in a setting where the hazard rate of the abandonment time distribution around zero is not changing fast. The second and the third distributions are chosen to illustrate the advantage of our approximation when this is not the case. Specifically, the second distribution is also a hyper-exponential distribution with rates $(1, 200)$ with probabilities $(0.9, 0.1)$. The derivative of the hazard rate of this distribution at zero is negative. The third patience time distribution is a distribution with the following hazard rate function;

$$h(x) = \begin{cases} h_0 + \frac{K-h_0}{b}x & \text{if } 0 \leq x \leq b \\ \frac{K-h_0}{b} & \text{if } x > b, \end{cases}$$

in which the derivative at zero is clearly positive. In order to make the comparisons similar to experiment 1 we set $h_0 = 1.5$. We also set $b = 0.1$ and $K = 100$. In Figure 1, we plot the hazard rate functions of these three distributions in addition to the associated cdf of the increasing hazard rate function. Note that, because the Z&M approximations only depend on the value of the hazard rate function at zero, the approximations of Z&M for the first and the third experiments are the same.

In our final experiment, we consider an Erlang distribution with shape $k = 2$ and rate $\gamma = 4$. The hazard rate function of an Erlang distribution vanishes at zero and hence the Z&M approximations are not directly applicable. In [24], an alternative method is suggested when this is the case that involves using the value of the smallest derivative of the hazard rate function that does not vanish at zero. For our approach no such modification is needed since we use the entire hazard rate function $h$.
In all of our experiments the service and interarrival times have exponential distributions and the service rate equals 1. The results of these experiments are given in Tables 1 through 9. For each different patience time distribution, we have three tables for three different staffing levels $\beta = -1, 0,$ and 1.

5.2 Discussion of the results for performance measures

We begin by noting that when the patience time has an hyper-exponential distribution with rates $(1, 2)$ and probabilities $(0.5, 0.5)$, both approximations seem to provide near exact values even for relatively small systems, see Tables 1–3. This is expected since the hazard rate function is not changing rapidly around zero.

The next patience time distribution we consider is a hyper-exponential distribution with rates $(1, 200)$ and probabilities $(0.9, 0.1)$. We again consider the average absolute error from the exact values for $\beta = 1, 0, -1$, excluding the case of $N = 10$. We note that our approximation continues to provide fairly accurate values, see Tables 4–5. In terms of $PW > 0$, the Z&M approximations are off by 44% while our approximations are only off by 3.3% on the average. In terms of $EW$, the Z&M approximations are off by 78%, our approximation is off by 4.7%. In approximating the probability of abandonment the Z&M approximation performs better then previously, with a relative error of 21%, however our approximations maintain a relative error of only 4.4%. Clearly in this case our approximations appear to be performing better than those of Z&M.

The third patience time distribution we consider has the hazard rate function given by (16). Note that when $h_0 = 1.5$, the Z&M approximations are the same as for the first patience time distribution (hyper-exponential with rate $(1, 2)$ and probabilities $(0.5, 0.5)$) since the value of the density at zero is the same in both cases. A quick review of Tables 7–9 reveals that the Z&M approximations do not appear to be very accurate in this case, even when the system size is large. To illustrate this, we again compute average absolute relative errors, excluding $N = 10$, for three different staffing levels for all three performance measures. In terms of $P(W > 0)$, the Z&M approximation is off by 80%, for $EW$, it is off by 463% and in terms of $PAb$, it is off by 28%. On the other hand, for our approximations, these errors are 6.9%, 2.8% and 3.3%, respectively. Again, this experiment shows that our approximations perform significantly better than the Z&M approximations when the hazard rate function changes fast around zero.

Finally, the improvements of our approach is also evident when we consider patience times with an Erlang distribution, see Tables 13–15. For example, in terms of $EW$, the average absolute error of our approximation compared to the exact results, excluding the cases for $N = 10$, when the system load is $\beta = -1, 0, 1$ is around 2.1%. For the same performance measure the Z&M approximation is off by 17% on average.

5.3 Optimal staffing levels for constraint satisfaction

In this Subsection, we run some numerical experiments in order to find the optimal staffing levels to satisfy a constraint on service quality. The objective is to find the minimum staffing level $N$ that guarantees a certain service level for a fixed arrival rate. The quality of service measure we focus on is the probability of delay, $P(W > 0)$.

In order to find the optimal staffing level, we perform a simple search. First we fix $\lambda$ and the service level requirement $\alpha$. We then start from a small $N$ and find $P(W > 0)$ for the fixed level of $\lambda$ and staffing level $N$. If $P(W > 0)$ is not below the desired level $\alpha$, we increase $N$ by 1 and repeat
<table>
<thead>
<tr>
<th>N</th>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PAab</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact Diffusion HRS</td>
<td>Exact Diffusion HRS</td>
<td>Exact Diffusion HRS</td>
</tr>
<tr>
<td>10</td>
<td>0.4996</td>
<td>0.4495</td>
<td>0.4524</td>
</tr>
<tr>
<td></td>
<td>5.6201</td>
<td>5.5650</td>
<td>5.6817</td>
</tr>
<tr>
<td></td>
<td>0.1367</td>
<td>0.1389</td>
<td>0.1382</td>
</tr>
<tr>
<td>50</td>
<td>0.4721</td>
<td>0.4595</td>
<td>0.4508</td>
</tr>
<tr>
<td></td>
<td>2.5118</td>
<td>2.4847</td>
<td>2.5094</td>
</tr>
<tr>
<td></td>
<td>0.0621</td>
<td>0.0621</td>
<td>0.0621</td>
</tr>
<tr>
<td>100</td>
<td>0.4651</td>
<td>0.4495</td>
<td>0.4504</td>
</tr>
<tr>
<td></td>
<td>1.7674</td>
<td>1.7570</td>
<td>1.7693</td>
</tr>
<tr>
<td></td>
<td>0.0438</td>
<td>0.0439</td>
<td>0.0439</td>
</tr>
<tr>
<td>200</td>
<td>0.4612</td>
<td>0.4495</td>
<td>0.4501</td>
</tr>
<tr>
<td></td>
<td>1.2498</td>
<td>1.2424</td>
<td>1.2458</td>
</tr>
<tr>
<td>500</td>
<td>0.4565</td>
<td>0.4495</td>
<td>0.4499</td>
</tr>
<tr>
<td></td>
<td>0.7888</td>
<td>0.7857</td>
<td>0.7882</td>
</tr>
</tbody>
</table>

Table 1: Hyper-exponential with $p = (0.5, 0.5)$ and $\gamma = (1, 2)$, $\beta = 0$

<table>
<thead>
<tr>
<th>N</th>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PAab</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact Diffusion HRS</td>
<td>Exact Diffusion HRS</td>
<td>Exact Diffusion HRS</td>
</tr>
<tr>
<td>10</td>
<td>0.1452</td>
<td>0.1404</td>
<td>0.1460</td>
</tr>
<tr>
<td></td>
<td>1.2661</td>
<td>1.2698</td>
<td>1.2863</td>
</tr>
<tr>
<td></td>
<td>0.0310</td>
<td>0.0317</td>
<td>0.0461</td>
</tr>
<tr>
<td>50</td>
<td>0.1465</td>
<td>0.1404</td>
<td>0.1457</td>
</tr>
<tr>
<td></td>
<td>0.5733</td>
<td>0.5679</td>
<td>0.5711</td>
</tr>
<tr>
<td></td>
<td>0.0142</td>
<td>0.0142</td>
<td>0.0165</td>
</tr>
<tr>
<td>100</td>
<td>0.1464</td>
<td>0.1404</td>
<td>0.1456</td>
</tr>
<tr>
<td></td>
<td>0.4049</td>
<td>0.4015</td>
<td>0.4032</td>
</tr>
<tr>
<td></td>
<td>0.0101</td>
<td>0.01</td>
<td>0.0111</td>
</tr>
<tr>
<td>200</td>
<td>0.1462</td>
<td>0.1374</td>
<td>0.1455</td>
</tr>
<tr>
<td></td>
<td>0.2858</td>
<td>0.2839</td>
<td>0.2847</td>
</tr>
<tr>
<td>500</td>
<td>0.1459</td>
<td>0.1404</td>
<td>0.1455</td>
</tr>
<tr>
<td></td>
<td>0.1804</td>
<td>0.1722</td>
<td>0.1799</td>
</tr>
</tbody>
</table>

Table 2: Hyper-exponential with $p = (0.5, 0.5)$ and $\gamma = (1, 2)$, $\beta = -1$

<table>
<thead>
<tr>
<th>N</th>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PAab</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact Diffusion HRS</td>
<td>Exact Diffusion HRS</td>
<td>Exact Diffusion HRS</td>
</tr>
<tr>
<td>10</td>
<td>0.7952</td>
<td>0.7755</td>
<td>0.7806</td>
</tr>
<tr>
<td></td>
<td>11.3858</td>
<td>14.1404</td>
<td>14.6407</td>
</tr>
<tr>
<td></td>
<td>0.2755</td>
<td>0.3535</td>
<td>0.2679</td>
</tr>
<tr>
<td>50</td>
<td>0.7839</td>
<td>0.7755</td>
<td>0.7777</td>
</tr>
<tr>
<td></td>
<td>5.6986</td>
<td>6.3238</td>
<td>6.4212</td>
</tr>
<tr>
<td></td>
<td>0.1403</td>
<td>0.1581</td>
<td>0.1384</td>
</tr>
<tr>
<td>100</td>
<td>0.7814</td>
<td>0.7755</td>
<td>0.7771</td>
</tr>
<tr>
<td></td>
<td>4.1484</td>
<td>4.4716</td>
<td>4.5199</td>
</tr>
<tr>
<td>200</td>
<td>0.7796</td>
<td>0.7755</td>
<td>0.7766</td>
</tr>
<tr>
<td></td>
<td>2.9963</td>
<td>3.1619</td>
<td>3.1859</td>
</tr>
<tr>
<td>500</td>
<td>0.7781</td>
<td>0.7755</td>
<td>0.7762</td>
</tr>
<tr>
<td></td>
<td>1.9320</td>
<td>1.9998</td>
<td>2.0093</td>
</tr>
</tbody>
</table>

Table 3: Hyper-exponential with $p = (0.5, 0.5)$ and $\gamma = (1, 2)$, $\beta = 1$

<table>
<thead>
<tr>
<th>N</th>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PAab</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact Diffusion HRS</td>
<td>Exact Diffusion HRS</td>
<td>Exact Diffusion HRS</td>
</tr>
<tr>
<td>10</td>
<td>0.4886</td>
<td>0.1795</td>
<td>0.4399</td>
</tr>
<tr>
<td></td>
<td>5.5084</td>
<td>0.298</td>
<td>5.7445</td>
</tr>
<tr>
<td></td>
<td>0.1397</td>
<td>0.1038</td>
<td>0.1413</td>
</tr>
<tr>
<td>50</td>
<td>0.4086</td>
<td>0.1795</td>
<td>0.382</td>
</tr>
<tr>
<td></td>
<td>1.8014</td>
<td>0.1864</td>
<td>1.8818</td>
</tr>
<tr>
<td>100</td>
<td>0.3679</td>
<td>0.1795</td>
<td>0.3485</td>
</tr>
<tr>
<td></td>
<td>1.0599</td>
<td>0.1484</td>
<td>1.0802</td>
</tr>
<tr>
<td>200</td>
<td>0.3282</td>
<td>0.1795</td>
<td>0.3126</td>
</tr>
<tr>
<td>500</td>
<td>0.2779</td>
<td>0.1795</td>
<td>0.2676</td>
</tr>
</tbody>
</table>

Table 4: Hyper-exponential with $p = (0.9, 0.1)$ and $\gamma = (1, 200)$, $\beta = 0$
<table>
<thead>
<tr>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PAb</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Exact</td>
<td>Diffusion</td>
</tr>
<tr>
<td>10</td>
<td>0.1407</td>
<td>0.0626</td>
</tr>
<tr>
<td>50</td>
<td>0.1255</td>
<td>0.0626</td>
</tr>
<tr>
<td>100</td>
<td>0.1154</td>
<td>0.0626</td>
</tr>
<tr>
<td>200</td>
<td>0.1045</td>
<td>0.0626</td>
</tr>
<tr>
<td>500</td>
<td>0.0909</td>
<td>0.0626</td>
</tr>
</tbody>
</table>

Table 5: Hyper-exponential with $p = (0.9, 0.1)$ and $\gamma = (1, 200)$, $\beta = -1$

<table>
<thead>
<tr>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PAb</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Exact</td>
<td>Diffusion</td>
</tr>
<tr>
<td>10</td>
<td>0.7909</td>
<td>0.3344</td>
</tr>
<tr>
<td>50</td>
<td>0.7158</td>
<td>0.3344</td>
</tr>
<tr>
<td>100</td>
<td>0.6663</td>
<td>0.3344</td>
</tr>
<tr>
<td>200</td>
<td>0.6063</td>
<td>0.3344</td>
</tr>
<tr>
<td>500</td>
<td>0.5213</td>
<td>0.3344</td>
</tr>
</tbody>
</table>

Table 6: Hyper-exponential with $p = (0.9, 0.1)$ and $\gamma = (1, 200)$, $\beta = 1$

<table>
<thead>
<tr>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PAb</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Exact</td>
<td>Diffusion</td>
</tr>
<tr>
<td>10</td>
<td>0.2716</td>
<td>0.4495</td>
</tr>
<tr>
<td>50</td>
<td>0.2305</td>
<td>0.4495</td>
</tr>
<tr>
<td>100</td>
<td>0.2344</td>
<td>0.4495</td>
</tr>
<tr>
<td>200</td>
<td>0.2446</td>
<td>0.4495</td>
</tr>
<tr>
<td>500</td>
<td>0.2633</td>
<td>0.4495</td>
</tr>
</tbody>
</table>

Table 7: Increasing hazard rate, $\beta = 0$

<table>
<thead>
<tr>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PAb</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Exact</td>
<td>Diffusion</td>
</tr>
<tr>
<td>10</td>
<td>0.0879</td>
<td>0.1454</td>
</tr>
<tr>
<td>50</td>
<td>0.0779</td>
<td>0.1454</td>
</tr>
<tr>
<td>100</td>
<td>0.0799</td>
<td>0.1454</td>
</tr>
<tr>
<td>200</td>
<td>0.0839</td>
<td>0.1454</td>
</tr>
<tr>
<td>500</td>
<td>0.0906</td>
<td>0.1454</td>
</tr>
</tbody>
</table>

Table 8: Increasing hazard rate, $\beta = -1$
<table>
<thead>
<tr>
<th>N</th>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PAb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact</td>
<td>Diffusion</td>
<td>HRS</td>
</tr>
<tr>
<td>10</td>
<td>0.4454</td>
<td>0.7755</td>
<td>0.2913</td>
</tr>
<tr>
<td>50</td>
<td>0.4041</td>
<td>0.7755</td>
<td>0.3559</td>
</tr>
<tr>
<td>100</td>
<td>0.4152</td>
<td>0.7755</td>
<td>0.3859</td>
</tr>
<tr>
<td>200</td>
<td>0.4351</td>
<td>0.7755</td>
<td>0.4169</td>
</tr>
<tr>
<td>500</td>
<td>0.4688</td>
<td>0.7755</td>
<td>0.4588</td>
</tr>
</tbody>
</table>

Table 9: Increasing hazard rate, $\beta = 1$

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>(15,14,14)</td>
</tr>
<tr>
<td>50</td>
<td>(60,59,59)</td>
</tr>
<tr>
<td>100</td>
<td>(113,113,113)</td>
</tr>
<tr>
<td>200</td>
<td>(219,218,218)</td>
</tr>
<tr>
<td>500</td>
<td>(529,528,528)</td>
</tr>
<tr>
<td>1000</td>
<td>(1041,1040,1040)</td>
</tr>
</tbody>
</table>

Table 10: $p = (0.5,0.5)$ and $\lambda = (1,2)$

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>(14,14,12)</td>
</tr>
<tr>
<td>50</td>
<td>(57,59,56)</td>
</tr>
<tr>
<td>100</td>
<td>(109,113,108)</td>
</tr>
<tr>
<td>200</td>
<td>(213,218,212)</td>
</tr>
<tr>
<td>500</td>
<td>(522,528,521)</td>
</tr>
<tr>
<td>1000</td>
<td>(1032,1040,1031)</td>
</tr>
</tbody>
</table>

Table 11: $p = (0.9,0.1)$ and $\lambda = (1,200)$

Table 12: Increasing Hazard Rate
<table>
<thead>
<tr>
<th>N</th>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PA(\beta)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact</td>
<td>Diffusion</td>
<td>HRS</td>
</tr>
<tr>
<td>10</td>
<td>0.4454</td>
<td>0.6675</td>
<td>0.7457</td>
</tr>
<tr>
<td>50</td>
<td>0.8205</td>
<td>0.8056</td>
<td>0.8130</td>
</tr>
<tr>
<td>100</td>
<td>0.8433</td>
<td>0.8457</td>
<td>0.8387</td>
</tr>
<tr>
<td>200</td>
<td>0.8648</td>
<td>0.8775</td>
<td>0.8619</td>
</tr>
<tr>
<td>500</td>
<td>0.8903</td>
<td>0.9097</td>
<td>0.8888</td>
</tr>
</tbody>
</table>

Table 13: Erlang\((k = 2, \gamma = 4), \beta = 0\)

<table>
<thead>
<tr>
<th>N</th>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PA(\beta)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact</td>
<td>Diffusion</td>
<td>HRS</td>
</tr>
<tr>
<td>10</td>
<td>0.2157</td>
<td>0.2234</td>
<td>0.7457</td>
</tr>
<tr>
<td>50</td>
<td>0.2124</td>
<td>0.2234</td>
<td>0.2212</td>
</tr>
<tr>
<td>100</td>
<td>0.2162</td>
<td>0.2234</td>
<td>0.2223</td>
</tr>
<tr>
<td>200</td>
<td>0.2187</td>
<td>0.2234</td>
<td>0.2229</td>
</tr>
<tr>
<td>500</td>
<td>0.2206</td>
<td>0.2234</td>
<td>0.2232</td>
</tr>
</tbody>
</table>

Table 14: Erlang\((k = 2, \gamma = 4), \beta = -1\)

<table>
<thead>
<tr>
<th>N</th>
<th>PW &gt; 0</th>
<th>EW</th>
<th>PA(\beta)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact</td>
<td>Diffusion</td>
<td>HRS</td>
</tr>
<tr>
<td>10</td>
<td>0.9902</td>
<td>1.00</td>
<td>0.9907</td>
</tr>
<tr>
<td>50</td>
<td>0.9989</td>
<td>1.00</td>
<td>0.9990</td>
</tr>
<tr>
<td>100</td>
<td>0.9997</td>
<td>1.00</td>
<td>0.9998</td>
</tr>
<tr>
<td>200</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>500</td>
<td>1.00</td>
<td>0.9097</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 15: Erlang\((k = 2, \gamma = 4), \beta = 1\)
the process until we find the smallest $N$ that satisfies the service level requirement. We find the exact optimal solution by evaluating $P(W > 0)$ using the exact values provided in [24]. They also show that $P(W > 0)$ is decreasing in $N$, see [16], and hence our simple procedure finds the optimal solution. In order to compare the performance of the Z&M approximations and ours, we repeat the same procedure to find the minimum $N$ by evaluating $P(W > 0)$ using their approximation and then ours. In [16], it is also shown that their approximation for $P(W > 0)$ is decreasing in $N$, validating our optimization procedure. We prove below it is also monotone when we use our approximation.

In our numerical experiments, we consider arrival rates $(10, 50, 100, 200, 500, 1000)$ and service level constraints $\alpha = (0.1, 0.5, 0.9)$. We run experiments under the three of the patience time distributions used in the previous section; in the first experiment the patience time distribution is hyper exponential with probabilities $p = (0.5, 0.5)$ and rates $(1, 2)$, in the second experiment it is hyper exponential with parameters $p = (0.9, 0.1)$ with rates $(1, 200)$, and in the third experiment we focus on the increasing hazard rate function given in (16). The results for each experiment are
presented in Tables 10–12. In each entry we present results in a vector format \((i,j,k)\). The first value is the result of the exact analysis, the second is that obtained using the Z&M approximation and the third is from our approximation.

In order to validate our search procedure, we need to show that the approximations provided in (10)–(13) are monotone. We first start with the case when \(n\) is fixed. This result follows from directly comparing the sample paths of the diffusion limits of two systems with \(\beta_1 < \beta_2\). and hence its proof has been omitted.

**Lemma 5.1.** For fixed \(n\), \(P\{W > 0\}, EQ, EW\) and \(P(\text{Ab})\) are increasing in \(\lambda\).

As described above, in order to find the optimal staffing levels, we fix first \(\lambda\) and then search for the minimum \(N\) that satisfies the quality of service constraint using our approximation given in (10). However, our main result is based on an asymptotic scaling on \(n\). This can be modified easily as is prescribed next. In order to obtain an approximation, we consider a sequence of systems indexed by the arrival rate \(\lambda\) where the hazard rate of the patience times is scaled by setting \(h^\lambda(x) = h(\sqrt{\lambda x})\). Compared to a scaling based on the number of servers, the new scaling is just a change of the scaling factor and yields similar results in the QED regime, assuming (8) still holds.

Now let

\[
\hat{Q}^\lambda(t) = \frac{Q^\lambda(t) - N^\lambda}{\sqrt{\lambda}}.
\]

Assuming that \(\mu = 1\), we note that \(\hat{Q}^\lambda\) has the same weak limit as \(\hat{Q}^n\), hence the approximations given in (10)–(13) are also valid for this scaling. We use these approximations and the monotonicity result Lemma 5.1 in order to find the optimal staffing levels.

### 5.4 Discussion of the results of the staffing experiments

In the light of the numerical experiments in Section 5.1, we expect that when the patience times have a hyper-exponential distribution with rates \((1, 2)\) and probabilities \(p = (0.5, 0.5)\), both approximations should perform well in finding optimal staffing levels. This is indeed the case. The average absolute relative error of both methods are around 0.5%, with our approximation providing slightly better results. When we consider patience times with a hyper-exponential distribution with rates \((1, 200)\) and probabilities \(p = (0.9, 0.1)\), our approximations perform significantly better in determining the optimal capacity levels. The average absolute relative error with the Z&M method is around 20%, whereas with our method this error is around 0.7%. This again shows the robustness of our approximations to changes in the hazard rate function of the abandonment times.

When the patience times have a distribution with the increasing hazard rate function given in (16), both approximations do not perform well especially when the service quality constraint is \(\alpha = 0.9\) and arrival rate is low, less than 500. This is mainly due to the fact that in these cases \(\beta\) seems to be very high. For example, when \(\lambda = 100\), the exact solution is \(N = 51\), giving \(\beta = 6.8\). This system is hardly in the QED regime. It may be more appropriate to analyze them in the ED regime, see [24]. However, when \(\lambda = 500\), the exact solution is \(N = 403\), giving \(\beta = 4.83\). In this case the staffing solution based on our solution is only off by only 2.2% compared to 15% for the Z&M approximation. Excluding the experiments with \(\alpha = 0.9\), the average relative absolute error of the staffing solutions found by our approximations is less than 0.3% compared to 7% for the solutions based on the Z&M approximation.
6 Preliminary Proofs

The remainder of the paper is now dedicated to the proofs of our main results. In the following Subsection, we provide some algebraic manipulations of the original system equation for the GI/M/n + GI queue appearing in Section in 2. Next, in Subsection 6.2 we rigorously verify that a certain process appearing in the systems equations in Subsection 6.1 is a martingale. Moreover, we identify its quadratic variation. In Section 7, we provide a fluid limit for the queue length process. Here the basic approach is to use a continuous map in conjunction with the Functional Weak Law of Large Numbers for renewal processes and the martingale invariance principle. In Section 8, we provide a version of the Reiman’s snapshot principle [23] proving the asymptotic equivalence between the diffusion scaled queue length process and the diffusion scaled virtual waiting time process. Finally, in Section 9, the main result of the paper is proven, Theorem 3.1, which provides a process level limit for the diffusion scaled queue length process of the GI/M/n + GI queue in the Halfin-Whitt regime, assuming hazard rate scaling of the abandonment distribution.

6.1 System equations

We now perform some manipulations on equation (1) for the queue length process. Let $\hat{N}_A(t) = (N(\lambda t) - \lambda t)$ and set

$$\hat{N}_D(t) = N_D \left( \mu \int_0^t (Q(s) \wedge n) ds \right) - \mu \int_0^t (Q(s) \wedge n) ds.$$

It then follows from (1) that

$$Q(t) = \hat{N}_A(\lambda t) - \hat{N}_D(t) + \lambda t - \mu \int_0^t (Q(s) \wedge n) ds - R(t).$$

Moreover, upon noting that $n - (Q(s) \wedge n) = (n - Q(s))^+ = -(Q(s) - n)^-$, we obtain that

$$Q(t) = \hat{N}_A(\lambda t) - \hat{N}_D(t) + (\lambda - n\mu)t - \mu \int_0^t (Q(s) - n)^- ds - R(t). \quad (17)$$

Finally, define

$$\hat{R}(t) = R(t) - \sum_{i=1}^{N_A(\lambda t)} \int_0^{(t-\tau_i/\lambda) \wedge W(\tau_i/\lambda) \wedge p_i} h(u) du.$$

It then follows from (17) that

$$Q(t) = \hat{N}_A(\lambda t) - \hat{N}_D(t) + \hat{R}(t) + (\lambda - n\mu)t - \mu \int_0^t (Q(s) - n)^- ds$$

$$- \sum_{i=1}^{N_A(\lambda t)} e^{(t-\tau_i/\lambda) \wedge W(\tau_i/\lambda) \wedge p_i} h(u) du. \quad (18)$$

This will be our final system equation.
6.2 Martingale results

We now provide a martingale result which will be useful for the remainder of the paper. In particular, it is helpful in proving of our fluid limit result in Section 7 as well as our tightness and asymptotic equivalence results in Section 8. Note also that this result is a direct application of Proposition 5.5 of [15]. For each $t \geq 0$, let $\mathcal{F}_t$ be the $\sigma$-algebra defined by setting

$$
\mathcal{F}_t = \sigma\{N_A(\lambda s), 0 \leq s \leq t\} \lor \sigma\left\{N_D\left(\mu \int_0^s (Q(s) \land n) ds\right), 0 \leq s \leq t\right\} \lor \{1\{p_i \leq W(\tau_i)\}1\{p_i \leq t - \tau_i\}, 1 \leq i \leq N_A(\lambda t)\},
$$

and define the filtration $\mathcal{F} = \{\mathcal{F}_t, t \geq 0\}$.

**Proposition 6.1.** The process $\hat{R} = \{\hat{R}(t), t \geq 0\}$ defined in Section 2 is an $\mathcal{F}$-martingale with quadratic variation process given by

$$
\langle \langle \hat{R} \rangle \rangle_t = \sum_{i=1}^{N_A(\lambda t)} \int_0^{(t-\tau_i) \land W(\tau_i) \land p_i} h(u) du.
$$

**Proof.** We prove that $\langle \langle \hat{R} \rangle \rangle_t = A^{N}_{\theta(N), \eta}(t)$ a.s., where the latter is defined by (5.32) in [15]. The result then follows from Lemma 5.4 in [15].

By (5.32) in [15]

$$
A^{N}_{\theta(N), \eta}(t) = \int_0^t \left( \int_{[0,H^r)} \mathbb{1}_{[0,\chi^{(N)}(s-)]}(x) h^r(x) \eta_s^{(N)}(dx) \right) ds,
$$

(19)

where $[0, H^r)$ and $h^r$ are the support of the distribution and the hazard rate of the patience times, $\eta_s^{(N)}$ is a measure that keeps track of the time each customer, who already arrived at the system, spent in the system and whose waiting time has not reached his patience, $\chi^{(N)}$ represents the waiting time if the head-of-line customer in the queue at time $t$.

First observe that for $t \geq 0$

$$
\mathbb{1}_{[0,\chi^{(N)}(t-)]}(x) \eta_s^{(N)} = \sum_{i=1}^{N_A(\lambda t)} \delta_{t-\tau_i} \mathbb{1}_{\{t-\tau_i \leq W(\tau_i)\}} \mathbb{1}_{\{p_i \geq t-\tau_i\}},
$$

where $\delta$ is the Dirac measure. Therefore,

$$
\int_{[0,H^r)} \mathbb{1}_{[0,\chi^{(N)}(s-)]}(x) h^r(x) \eta_s^{(N)}(dx) = \sum_{i=1}^{N_A(\lambda t)} h^r(s - \tau_i) \mathbb{1}_{\{s - \tau_i \leq W(\tau_i)\}} \mathbb{1}_{\{p_i \geq s - \tau_i\}} \mathbb{1}_{\{\tau_i \leq s\}}.
$$

This with (19) gives

$$
A^{N}_{\theta(N), \eta}(t) = \sum_{i=1}^{N_A(\lambda t)} \int_0^t h^r(s - \tau_i) \mathbb{1}_{\{s - \tau_i \leq W(\tau_i)\}} \mathbb{1}_{\{p_i \geq s - \tau_i\}} \mathbb{1}_{\{\tau_i \leq s\}} ds
$$

$$
= \sum_{i=1}^{N_A(\lambda t)} \int_{\tau_i}^{\tau_i+(W(\tau_i) \land p_i \land t - \tau_i)} h^r(s) ds
$$

$$
= \langle \langle \hat{R} \rangle \rangle_t,
$$
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completing the proof.

We note that the filtration $F_t^{(N)}$ defined on page 11 of [15] is the same with the filtration $F$ here, since given all the processes there are recoverable from our processes (1)-(3) and vice versa. We note that the process $s_j^{(N)}$ defined in [15] can easily be added to our filtration without altering our results.

7 Fluid Limit

In this Section, we obtain our fluid limit results for the $GI/M/n + GI$ queue. These results are helpful only in so far as they allow to obtain our diffusion limit result in the Section that follows. We now define the following fluid scaled quantities. For each $t \geq 0$, let

$$
\bar{Q}_0^n = \frac{Q_0^n}{n},
$$

$$
\bar{Q}^n(t) = \frac{Q^n(t)}{n},
$$

$$
\bar{N}_A^n(t) = \frac{\hat{N}_A(nt)}{n},
$$

$$
\bar{N}_D^n(t) = \frac{\hat{N}_D(nt)}{n},
$$

and

$$
\bar{R}^n(t) = \frac{\hat{R}^n(t)}{n}.
$$

It then follows dividing (18) through by $n$ and noting that

$$
\frac{\hat{N}_A(\lambda t^n)}{n} = \bar{N}_A^n(n^{-1}\lambda t^n),
$$

and

$$
\frac{N_D\left(\mu \int_0^t (Q^n(s) \land n)ds \right) - \mu \int_0^t (Q(s) \land n)ds}{n} = \bar{N}_D^n\left(\mu \int_0^t (\bar{Q}^n(s) \land 1)ds \right),
$$

that we obtain

$$
\bar{Q}^n(t) = \bar{Q}_0^n + \bar{N}_A^n(n^{-1}\lambda t^n) - \bar{N}_D^n\left(\mu \int_0^t (\bar{Q}^n(s) \land 1)ds \right) - \bar{R}^n(t) + (n^{-1}\lambda n - \mu)t \quad (20)
$$

$$
- \mu \int_0^t (\bar{Q}^n(s) - 1)^{-}ds - \frac{1}{n} \sum_{i=1}^{N_A(\lambda t^n)} \int_{0}^{(t-\tau_i/n)\land (\tau_i/n)-\land p_i} h(u)du.
$$

Note that we use $(\tau_i/\lambda n)$ since this represents the arrival time of the $i^{th}$ customer in the $n^{th}$ system.

The following is now the first main result of this Section.
Proposition 7.1. If \( n^{-1} \lambda^n \to \lambda \) and \( \bar{Q}_0^n \Rightarrow \bar{Q}_0 \) as \( n \to \infty \), then
\[
\left( \bar{N}_A^n(\lambda^n e), \bar{N}_D^n \left( \mu^n \int_0^e (\bar{Q}^n(s) \wedge 1)ds \right), \bar{R}^n \right) \Rightarrow (0, 0, 0),
\]
as \( n \to \infty \).

Proof. By Theorem 3.9 of [2] it suffices to show that each term converges to zero on its own. First note that since by assumption \( \lambda^n e \to \lambda e \) and by the Functional Strong Law of Large Numbers [27] \( \bar{N}_A^n \Rightarrow 0 \) as \( n \to \infty \), it follows by the Random Time Change Theorem [2] that \( \bar{N}_A^n(\lambda^n e) \Rightarrow 0 \) as \( n \to \infty \).

Next, note that for each \( t \geq 0 \), \( Q(t) \leq Q_0 + N_A(\lambda t) \), and hence for each \( T \geq 0 \), we have that
\[
\sup_{0 \leq t \leq T} \left| \bar{N}_D^n \left( \mu \int_0^t (\bar{Q}^n(s) \wedge 1)ds \right) \right| \leq \sup_{0 \leq t \leq T} \left| \bar{N}_D^n \left( \mu \int_0^t (\bar{Q}^n_0 + \bar{N}_A^n(n^{-1} \lambda^n s) + n^{-1} \lambda^n s)ds \right) \right|.
\]
However, since and \( \bar{Q}^n_0 + \bar{N}_A^n(\lambda^n e) + \lambda^n e \Rightarrow Q_0 + \lambda e \) by the assumption of the Proposition and \( \bar{Q}^n_0 + \bar{N}_A^n(\lambda^n e) + \lambda^n e \) is also an increasing function, it follows that
\[
\mu \int_0^e (\bar{Q}^n_0 + \bar{N}_A^n(n^{-1} \lambda^n s) + n^{-1} \lambda^n s)ds \Rightarrow \mu \int_0^e (Q_0 + \lambda s)ds,
\]
as \( n \to \infty \). Hence, since by the Functional Weak Law of Large Numbers [2], \( \bar{N}_D^n \Rightarrow 0 \) as \( n \to \infty \), it follows by the Random Time Change Theorem [2] that \( \bar{N}_D^n (\bar{Q}^n_0 + \bar{N}_A^n(\lambda^n e) + \lambda^n e) \Rightarrow 0 \) as \( n \to \infty \). Thus, by the Continuous Mapping Theorem [27],
\[
\sup_{0 \leq t \leq T} \left| \bar{N}_D^n (\bar{Q}^n_0 + \bar{N}_A^n(\lambda^n e) + \lambda^n e) \right| \Rightarrow 0,
\]
as \( n \to \infty \) and hence, as a result of (21) above it follows that
\[
\bar{N}_D^n \left( \mu^n \int_0^e (\bar{Q}^n(s) \wedge 1)ds \right) \Rightarrow 0,
\]
as \( n \to \infty \).

It remains to show that \( \bar{R}^n \Rightarrow 0 \) as \( n \to \infty \). By Proposition (6.1) we have that \( \bar{R}^n \) is a martingale with quadratic variation given by
\[
\langle \langle \bar{R}^n \rangle \rangle_t = \frac{1}{n^2} \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{(t - \tau_i^n/\lambda^n)\wedge W^n(t/\lambda^n \wedge \tau_i^n)} h(u)du 
\leq \frac{t}{n} ||h||_{\infty} \frac{N_A(\lambda^n t)}{n}.
\]
Thus, for each \( T \geq 0 \), we have that
\[
\sup_{0 \leq t \leq T} \langle \langle \bar{R}^n \rangle \rangle_t \leq \frac{T}{n} ||h||_{\infty} \frac{N_A(\lambda^n T)}{n}.
\]
However, since by the Functional Strong Law of Large Numbers [2], the assumption of the Proposition and the Random Time change Theorem we have that \( n^{-1} N_A(\lambda^n T) = n^{-1} N_A(n^{-1} \lambda^n T) \Rightarrow \lambda T \) as \( n \to \infty \), it follows by (22) that \( \langle \langle \bar{R}^n \rangle \rangle \Rightarrow 0 \) as \( n \to \infty \) and hence by the Martingale Invariance Principle, \( \bar{R}^n \Rightarrow 0 \) as \( n \to \infty \). □
The following is now the main result of this Section.

**Theorem 7.2.** If \( n^{-1} \lambda^n \to \lambda \) as \( n \to \infty \) where \( \lambda = \mu \) and \( \bar{Q}_0^n \to 1 \) as \( n \to \infty \), then \( \bar{Q}^n \to 1 \) as \( n \to \infty \).

**Proof.** First note that

\[
\frac{1}{n} \sum_{i=1}^{N_n(\lambda^n t)} \int_0^{(t-\tau_i^n/\lambda^n) \wedge W^n(\tau_i^n/\lambda^n-)} h(s) \, ds
\]

Thus, by (18) and the triangle inequality, we have that

\[
|\bar{Q}^n(t) - 1| \leq |\bar{Q}_0^n - 1| + |\bar{N}_A^n(n^{-1} \lambda^n t)| + \left| \bar{N}_D^n \left( \mu^n \int_0^t (\bar{Q}^n(s) \wedge 1) \, ds \right) \right| + |\bar{R}^n(t)| + |n^{-1} \lambda^n - \mu| t
\]

\[
+ \mu \int_0^t |\bar{Q}^n(s) - 1| \, ds + ||h||_\infty \int_0^t |\bar{Q}^n(s) - 1| \, ds.
\]

Moreover, for each \( T \geq r \geq 0 \),

\[
\sup_{0 \leq t \leq T} |\bar{Q}^n(t) - 1|
\]

\[
\leq \sup_{0 \leq t \leq t} \left| \bar{Q}_0^n - 1 \right| + |\bar{N}_A^n(n^{-1} \lambda^n t)| + \left| \bar{N}_D^n \left( \mu^n \int_0^t (\bar{Q}^n(s) \wedge 1) \, ds \right) \right| + |\bar{R}^n(t)| + |n^{-1} \lambda^n - \mu| t
\]

\[
+ (\mu + ||h||_\infty) \int_0^T \sup_{0 \leq s \leq T} |\bar{Q}^n(t) - 1| \, ds.
\]

It therefore follows by Gronwall’s inequality [21] that for each \( T \geq 0 \),

\[
e^{-\left(\mu + ||h||_\infty\right)T} \sup_{0 \leq t \leq T} |\bar{Q}^n(t) - 1| \leq \sup_{0 \leq t \leq T} \left| \bar{Q}_0^n - 1 \right| + |\bar{N}_A^n(n^{-1} \lambda^n t)| + \left| \bar{N}_D^n \left( \mu^n \int_0^t (\bar{Q}^n(s) \wedge 1) \, ds \right) \right| + |\bar{R}^n(t)| + |n^{-1} \lambda^n - \mu| t.
\]

However since by the assumption of the Proposition, Proposition 7.1 and the Continuous Mapping Theorem [27] we have that

\[
\sup_{0 \leq t \leq T} \left| \bar{Q}_0^n - 1 \right| + |\bar{N}_A^n(\lambda^n t)| + \left| \bar{N}_D^n \left( \mu^n \int_0^t (\bar{Q}^n(s) \wedge 1) \, ds \right) \right| + |\bar{R}^n(t)| + |n^{-1} \lambda^n - \mu^n| t | \Rightarrow 0,
\]

as \( n \to \infty \), it follows by (23) that \( \bar{Q}^n \Rightarrow 1 \) as \( n \to \infty \), which completes the proof. \( \square \)
8 Asymptotic Equivalence of $\tilde{Q}_n^+$ and $\tilde{W}^n$

In this Section, we prove an asymptotic equivalence between the limiting queue length process and the limiting virtual waiting time process. The heavy-traffic regime which we consider is identical to that in Section 7 with some additional assumptions. For each $n \geq 1$ and $t \geq 0$ let us first define the diffusion scaled quantities

$$
\tilde{N}_A(t) = \frac{N_A(nt) - nt}{\sqrt{n}},
$$

$$
\tilde{N}_D(t) = \frac{N_D(nt) - nt}{\sqrt{n}}
$$

and

$$
\tilde{R}^n(t) = \frac{R^n(t)}{\sqrt{n}}.
$$

It then follows from (18) after a little bit of algebra that

$$
\tilde{Q}^n(t) = \tilde{Q}^n_0 + \tilde{N}_A(n^{-1}\lambda^n t) - \tilde{N}_D \left( \mu \int_0^t (\tilde{Q}^n(s) \wedge 1)ds \right) + \tilde{R}^n(t) + n^{1/2}(n^{-1}\lambda^n - \mu)t \quad (24)
$$

$$
-\mu \int_0^t \tilde{Q}^n_0(s)ds - \frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{(t-\tau_i/\lambda^n)\wedge \tilde{W}^n(\tau_i/\lambda^n) \wedge \tilde{R}^n_0} h(u)du.
$$

The following result is now the first main result of this Section. It follows from our fluid limit results in Section 7.

Proposition 8.1. If $n^{-1}\lambda^n \to \lambda$ as $n \to \infty$ where $\lambda = \mu$ and $\tilde{Q}^n_0 \Rightarrow \tilde{Q}^0_0$ as $n \to \infty$, then

$$
\left( \tilde{Q}^n_0, \tilde{N}^n_A(n^{-1}\lambda^n e), \tilde{N}^n_D \left( \mu \int_0^e (\tilde{Q}^n(s) \wedge 1)ds \right), \tilde{R}^n \right) \Rightarrow \left( \tilde{Q}_0, \sigma_A\tilde{B}_1(\lambda e), \tilde{B}_2(\lambda e), 0 \right),
$$

as $n \to \infty$, where $\tilde{B}_1$ and $\tilde{B}_2$ are independent, standard Brownian motions both of which are independent of $\tilde{Q}^0_0$.

Proof. By the Functional Central Limit Theorem for renewal process [2] and the assumed independence of $Q_0, N_A$ and $N_D$, it follows that $(\tilde{Q}^n_0, \tilde{N}^n_A, \tilde{N}^n_D) \Rightarrow (Q_0, \sigma_A\tilde{B}_1, \tilde{B}_2)$ as $n \to \infty$. By assumption, we have that $n^{-1}\lambda^n \Rightarrow e$ as $n \to \infty$. Also, by the assumption of the Proposition and Theorem 7.2 we have that $\tilde{Q}^n \Rightarrow 1$ as $n \to \infty$. Hence, by the Bounded Convergence Theorem [10],

$$
\mu \int_0^e (\tilde{Q}^n(s) \wedge 1)ds \Rightarrow \mu e,
$$

as $n \to \infty$. It therefore follows by the Random Time Change Theorem [2] that

$$
\left( \tilde{Q}^n_0, \tilde{N}^n_A(n^{-1}\lambda^n e), \tilde{N}^n_D \left( \mu \int_0^e (\tilde{Q}^n(s) \wedge 1)ds \right) \right) \Rightarrow \left( \tilde{Q}_0, \sigma_A\tilde{B}_1(\lambda e), \tilde{B}_2(\mu e) \right),
$$

as $n \to \infty$. 
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By Theorem 3.9 of [2], it now remains to show that $\tilde{R}^n \Rightarrow 0$ as $n \to \infty$. By Proposition 6.1 of Section 6.2, $\tilde{R}^n$ is a martingale with quadratic variation

$$\langle \langle \tilde{R}^n \rangle \rangle_t = \frac{1}{n} \sum_{i=1}^{N_A(n \lambda t)} \int_0^{(t - \tau_n^{i} \lambda^{\lambda n} - \lambda^p_n)} h(u)du.$$ 

However, as was already demonstrated in the proof of Theorem 7.2,

$$\frac{1}{n} \sum_{i=1}^{N_A(n \lambda t)} \int_0^{(t - \tau_n^{i} \lambda^{\lambda n} - \lambda^p_n)} h(s)ds \leq ||h||_{\infty} \int_0^t (\tilde{Q}^n(s) - 1)^+ ds \Rightarrow 0,$$

where the final convergence follows from the assumptions of the Proposition and Theorem 7.2. It therefore follows from the Martingale Invariance Principle [9] that $\tilde{R}^n \Rightarrow 0$ as $n \to \infty$, which completes the proof.

We now have the following Proposition which prepares for us the statement of the last result of this Section.

**Proposition 8.2.** If $n^{-1} \lambda^n \to \lambda$ as $n \to \infty$ where $\lambda = \mu$ and $\tilde{Q}_0^n \Rightarrow Q_0$ as $n \to \infty$ and $n^{1/2}(n^{-1} \lambda^n - \mu) \to -\beta \mu$ as $n \to \infty$, then $\{\tilde{Q}^n\}$ is tight.

**Proof.** In order to show that $\{\tilde{Q}^n\}$ is tight we must verify that conditions (i) and (ii) of Theorem 13.2 of [2] are satisfied. We begin with condition (i). We must show that for each $T > 0$ and $\varepsilon > 0$ there exists a $K^T_\varepsilon > 0$ such that $\mathbb{P}(\sup_{0 \leq t \leq T} |\tilde{Q}^n_t| > K^T_\varepsilon) < \varepsilon$ for $n \geq 1$. First note that since, as in the proof of Theorem 7.2 we have that

$$\frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(n \lambda t)} \int_0^{(t - \tau_n^{i} \lambda^{\lambda n} - \lambda^p_n)} h(s)ds \leq ||h||_{\infty} \int_0^t \tilde{Q}^{n,+}(s)ds,$$

it follows from (24) that

$$\tilde{Q}^n(t) \leq \tilde{Q}^n_0 + \tilde{N}_A(n^{-1} \lambda^n t) - \tilde{N}_D \left( \mu \int_0^t (\tilde{Q}^n(s) \wedge 1) ds \right) + \tilde{R}^n(t) + n^{1/2}(n^{-1} \lambda^n - \mu)t \quad \text{(25)}$$

$$- \mu \int_0^t \tilde{Q}^{n,-}(s)ds + ||h||_{\infty} \int_0^t \tilde{Q}^{n,+}(s)ds.$$

Taking supremums on both sides of (25), we therefore obtain that for each $t \geq 0$,

$$\sup_{0 \leq s \leq t} |\tilde{Q}^n(s)|$$

$$\leq \sup_{0 \leq s \leq t} \left| \tilde{Q}^n_0 + \tilde{N}_A(n^{-1} \lambda^n t) - \tilde{N}_D \left( \mu \int_0^t (\tilde{Q}^n(s) \wedge 1) ds \right) + \tilde{R}^n(t) + n^{1/2}(n^{-1} \lambda^n - \mu) \right|$$

$$+ \mu \int_0^t \sup_{0 \leq u \leq s} |\tilde{Q}^{n,-}(u)|ds + ||h||_{\infty} \int_0^t \sup_{0 \leq u \leq s} |\tilde{Q}^{n,+}(u)|ds,$$
thus implying that for each $T \geq 0$ and $0 \leq t \leq T$,
\[
\sup_{0 \leq s \leq t} |\tilde{Q}^n(s)|
\leq \sup_{0 \leq t \leq T} \left| \tilde{Q}_0^n + \tilde{N}_A(n^{-1}\lambda^n t) - \tilde{N}_D \left( \mu \int_0^t (\tilde{Q}^n(s) \wedge 1)ds \right) + \tilde{R}^n(t) + n^{1/2}(n^{-1}\lambda^n - \mu)t \right|
\]
\[
+(\mu + ||h||_\infty) \int_0^t \sup_{0 \leq u \leq s} |\tilde{Q}^n(u)|ds.
\]
Hence, by Gronwall’s inequality [27], we obtain that
\[
e^{-\left(\mu + ||h||_\infty\right)T} \sup_{0 \leq t \leq T} |\tilde{Q}^n(t)|
\leq \sup_{0 \leq t \leq T} \left| \tilde{Q}_0^n + \tilde{N}_A(n^{-1}\lambda^n t) - \tilde{N}_D \left( \mu \int_0^t (\tilde{Q}^n(s) \wedge 1)ds \right) + \tilde{R}^n(t) + n^{1/2}(n^{-1}\lambda^n - \mu)t \right|.
\]
By Proposition 8.1 and the Continuous Mapping Theorem [27] we have that
\[
\tilde{Q}_0^n + \tilde{N}_A(n^{-1}\lambda^n e) - \tilde{N}_D \left( \mu \int_0^e (\tilde{Q}^n(s) \wedge 1)ds \right) + \tilde{R}^n(e) + n^{1/2}(n^{-1}\lambda^n - \mu)e
\Rightarrow
\tilde{Q}_0 + \tilde{B}_1(\lambda e) - \tilde{B}_2(\lambda e) - \beta \mu e,
\]
as $n \to \infty$. Thus, by the only if portion of Theorem 13.2 of [2] we have condition (i) holds for
\[
\left\{ \tilde{Q}_0^n + \tilde{N}_A(n^{-1}\lambda^n e) - \tilde{N}_D \left( \mu \int_0^e (\tilde{Q}^n(s) \wedge 1)ds \right) + \tilde{R}^n(e) + n^{1/2}(n^{-1}\lambda^n - \mu)e \right\}
\]
so condition (i) holds for $\{\tilde{Q}^n\}$ as well as a result of (26).

We now verify that condition (ii) is satisfied. The proof follows similarly to the proof of condition (i) above. By (24) it follows that for each $\delta \geq 0$,
\[
\tilde{Q}^n(t + \delta) - \tilde{Q}^n(t)
= (\tilde{N}_A(n^{-1}\lambda^n (t + \delta))) - \tilde{N}_A(n^{-1}\lambda^n t))
- \left( \tilde{N}_D \left( \mu \int_0^{t+\delta} (\tilde{Q}^n(s) \wedge 1)ds \right) - \tilde{N}_D \left( \mu \int_0^t (\tilde{Q}^n(s) \wedge 1)ds \right) \right) + (\tilde{R}^n(t + \delta) - \tilde{R}^n(t))
\]
\[
+n^{1/2}(n^{-1}\lambda^n - \mu)\delta - \mu \int_t^{t+\delta} \tilde{Q}^n(s)ds - \frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{(t+\delta-\tau_i/\lambda^n)\wedge W^n(\tau_i/\lambda^n,-)\wedge p^n_{\mu}} h(u)du
\]
\[
- \frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{(t-\tau_i/\lambda^n)\wedge W^n(\tau_i/\lambda^n)\wedge p^n_{\mu}} h(u)du.
\]
Moreover, as in the proof of Theorem 7.2 it may be shown that
\[
\left( \frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^n (t+\delta))} \int_0^{(t+\delta-\tau_i/\lambda^n)\wedge W^n(\tau_i/\lambda^n,-)\wedge p_n} h(u)du - \frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{(t-\tau_i/\lambda^n)\wedge W^n(\tau_i/\lambda^n)\wedge p_n} h(u)du \right)
\]
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\[
\leq ||h||_\infty \int_t^{t+\delta} \tilde{Q}^{n,+}(s)ds.
\]

Next, note that
\[
||h||_\infty \int_t^{t+\delta} \tilde{Q}^{n,+}(s)ds \leq ||h||_\infty \delta \sup_{0 \leq t \leq T} |\tilde{Q}^n(s)|
\]
and
\[
\mu \int_t^{t+\delta} \tilde{Q}^{n,-}(s)ds \leq \mu \delta \sup_{0 \leq t \leq T} |\tilde{Q}^n(s)|.
\]

It therefore follows combining the above with (27) we have that for each \(T \geq 0\),
\[
\sup_{0 \leq t \leq T} |\tilde{Q}^n(t + \delta) - \tilde{Q}^n(t)|
\leq \sup_{0 \leq t \leq T} |\tilde{N}_A(\lambda(t + \delta)) - \tilde{N}_A(\lambda t)|
\]
\[
+ \sup_{0 \leq t \leq T} \left| \tilde{N}_D \left( \mu \int_0^{t+\delta} (\tilde{Q}^n(s) \wedge 1)ds \right) - \tilde{N}_D \left( \mu \int_0^{t} (\tilde{Q}^n(s) \wedge 1)ds \right) \right|
\]
\[
+ \sup_{0 \leq t \leq T} |\tilde{R}^n(t + \delta) - \tilde{R}^n(t)| + n^{1/2}(n^{-1} \lambda^n - \mu)\delta + \delta(||h||_\infty + \mu) \sup_{0 \leq t \leq T} |\tilde{Q}^n(s)|.
\]

Thus, condition (ii) of Theorem 13.2 of [2] is now seen to be satisfied by virtue of (i) above and Proposition 8.1 in conjunction with the only if portion of Theorem 13.2 of [2].

The following result is now the main result of this Section. Let us define the diffusion scaled virtual waiting time at time for each \(n \geq 1\) and \(t \geq 0\),
\[
\tilde{W}^n = \sqrt{n}W^n(t).
\]

We then have the following.

**Proposition 8.3.** If \(n^{-1} \lambda^n \to \lambda\) as \(n \to \infty\) where \(\lambda = \mu\) and \(\tilde{Q}^n_0 \Rightarrow \tilde{Q}_0 \) as \(n \to \infty\) and \(n^{1/2}(n^{-1} \lambda^n - \mu) \to -\beta\mu\) as \(n \to \infty\), then \(\tilde{Q}^{n,+} - \lambda\tilde{W}^n \Rightarrow 0\) as \(n \to \infty\).

**Proof.** First recall by (3) that the virtual waiting time at time \(t \geq 0\) is given by
\[
W^n(t) = \inf \left\{ u \geq 0 : n^{-1/2} \left( N_D \left( \mu \int_0^{t+u} (Q^n(s) \wedge n)ds \right) - N_D \left( \mu \int_0^{t} (Q^n(s) \wedge n)ds \right) \right) 
\right.
\]
\[
+ n^{-1/2} \left( \sum_{i=1}^{N_A(\lambda^n t)} 1\{p_{i}^n \leq W^n(\tau_{i}/\lambda^n)\}1\{p_{i}^n \leq (t + u) - \tau_{i}/\lambda^n\} 
\right.
\]
\[
- \sum_{i=1}^{N_A(\lambda^n t)} 1\{p_{i}^n \leq W^n(\tau_{i}/\lambda^n)\}1\{p_{i}^n \leq t - \tau_{i}/\lambda^n\} \geq \tilde{Q}^{n,+}(t) \right\}.
\]

This may be rewritten as
\[
\tilde{W}^n(t) = \inf \left\{ u \geq 0 : n^{-1/2} \left( N_D \left( \mu \int_0^{t+n^{-1/2}u} (Q^n(s) \wedge n)\,ds \right) - N_D \left( \mu \int_0^t (Q^n(s) \wedge n)\,ds \right) \right) + n^{-1/2} \left( \sum_{i=1}^{N_A(\lambda^n t)} 1\{p^n_i \leq W^n(\tau_i/\lambda^n)\}1\{p^n_i \leq (t + n^{-1/2}u) - \tau_i/\lambda^n\} \right) \right\}
\]
\[
\sup_{0 \leq u \leq U} \sup_{0 \leq t \leq T} \left| n^{-1/2} \left( N_D \left( \mu \int_0^{t+n^{-1/2}u} (Q^n(s) \wedge n)\,ds \right) - N_D \left( \mu \int_0^t (Q^n(s) \wedge n)\,ds \right) \right) - \mu u \right| \Rightarrow 0,
\]
as \( n \to \infty \). In order to see this, first note that for each \( U \geq 0 \) and \( T \geq 0 \),
\[
\left( n^{-1/2} \left( N_D \left( \mu \int_0^{t+n^{-1/2}u} (Q^n(s) \wedge n)\,ds \right) - N_D \left( \mu \int_0^t (Q^n(s) \wedge n)\,ds \right) \right) - \mu u \right)
\]
\[
= n^{-1/2} \left( N_D \left( n\mu \int_0^{t+n^{-1/2}u} (\bar{Q}^n(s) \wedge 1)\,ds \right) - n\mu \int_0^{t+n^{-1/2}u} (\bar{Q}^n(s) \wedge 1)\,ds \right) - n^{-1/2} \left( N_D \left( n\mu \int_0^t (\bar{Q}^n(s) \wedge 1)\,ds \right) - n\mu \int_0^t (\bar{Q}^n(s) \wedge 1)\,ds \right) + \left( n^{1/2}\mu \int_t^{t+n^{-1/2}u} (\bar{Q}^n(s) \wedge 1)\,ds - \mu u \right).
\]
By the assumptions of the Proposition and Theorem 7.2 it is clear that
\[
\sup_{0 \leq u \leq U} \sup_{0 \leq t \leq T} \left| n^{1/2} \mu \int_t^{t+n^{-1/2}u} (\bar{Q}^n(s) \wedge 1)\,ds - \mu u \right| \Rightarrow 0,
\]
Next, note that
\[
n^{-1/2} \left( N_D \left( n\mu \int_0^{t+n^{-1/2}u} (\bar{Q}^n(s) \wedge 1)\,ds \right) - n\mu \int_0^{t+n^{-1/2}u} (\bar{Q}^n(s) \wedge 1)\,ds \right)
\]
It therefore follows that
\[
\sup_{0 \leq u \leq U} \sup_{0 \leq t \leq T} \left| -n^{-1/2} \left( N_D \left( n \mu \int_0^t (\bar{Q}^n(s) \wedge 1) ds \right) - n \mu \int_0^{t+n^{-1/2}u} (\bar{Q}^n(s) \wedge 1) ds \right) \right|
\]
\[
= \sup_{0 \leq u \leq U} \sup_{0 \leq t \leq T} \left| \tilde{N}_D^n \left( \mu \int_0^{t+n^{-1/2}u} (\bar{Q}^n(s) \wedge 1) ds \right) - \tilde{N}_D^n \left( \mu \int_0^t (\bar{Q}^n(s) \wedge 1) ds \right) \right|
\]
\[
\leq \sup_{0 \leq u \leq U} \sup_{0 \leq t \leq T} \left| \tilde{N}_D^n \left( t + n^{-1/2}u \right) - \tilde{N}_D^n (t) \right|
\]
\[
\Rightarrow 0,
\]
as \( n \to \infty \), where the final convergence follows since by the Functional Central Limit Theorem for renewal processes [2], \( \tilde{N}_D^n \to \bar{B} \) as \( n \to \infty \), where \( \bar{B} \) is a standard Brownian motion with \( \mathbb{P} \)-a.s. continuous sample paths. Thus, the claim is proven.

Next, we claim that
\[
\sup_{0 \leq u \leq U} \sup_{0 \leq t \leq T} \left| n^{-1/2} \left( \sum_{i=1}^{\mathbb{N}_A(\lambda^n)} 1\{p^n_i \leq W^n(\tau_i/\lambda^n)\}1\{p^n_i \leq (t + n^{-1/2}u) - \tau_i/\lambda^n\} - \sum_{i=1}^{\mathbb{N}_A(\lambda^n)} 1\{p^n_i \leq W^n(\tau_i/\lambda^n)\}1\{p^n_i \leq t - \tau_i/\lambda^n\} \right) \right|
\]
\[
\Rightarrow 0,
\]
as \( n \to \infty \). First note that
\[
n^{-1/2} \left( \sum_{i=1}^{\mathbb{N}_A(\lambda^n)} 1\{p^n_i \leq W^n(\tau_i/\lambda^n)\}1\{p^n_i \leq (t + n^{-1/2}u) - \tau_i/\lambda^n\} - \sum_{i=1}^{\mathbb{N}_A(\lambda^n)} 1\{p^n_i \leq W^n(\tau_i/\lambda^n)\}1\{p^n_i \leq t - \tau_i/\lambda^n\} \right)
\]
\[
\leq n^{-1/2} \left( \sum_{i=1}^{\mathbb{N}_A(\lambda^n(t+n^{-1/2}u))} 1\{p^n_i \leq W^n(\tau_i/\lambda^n)\}1\{p^n_i \leq (t + n^{-1/2}u) - \tau_i/\lambda^n\} - \sum_{i=1}^{\mathbb{N}_A(\lambda^n)} 1\{p^n_i \leq W^n(\tau_i/\lambda^n)\}1\{p^n_i \leq t - \tau_i/\lambda^n\} \right)
\]
= \tilde{R}^n(t + n^{-1/2}u) - \tilde{R}^n(t) + n^{-1/2} \left( N_A(\lambda^n(t + n^{-1/2}u)) \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{(t + n^{-1/2}u - \tau_i/\lambda^n) \wedge W(\tau_i/\lambda^n) \wedge p_i^u} h(u)du 
- \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{(t - \tau_i/\lambda^n) \wedge W(\tau_i/\lambda^n) \wedge p_i^u} h(u)du \right).

By the assumptions of the Proposition and Proposition 8.1. \( \tilde{R}^n \Rightarrow 0 \) as \( n \to \infty \) and hence it is clear that

\[
\sup_{0 \leq u \leq U} \sup_{0 \leq t \leq T} n^{-1/2} \left| \tilde{R}^n(t + n^{-1/2}u) - \tilde{R}^n(t) \right| \Rightarrow 0,
\]
as \( n \to \infty \). Moreover, as in the proof of Theorem 7.2, it follows by the assumptions of the Proposition and Theorem 7.2

\[
\sup_{0 \leq u \leq U} \sup_{0 \leq t \leq T} n^{-1/2} \left| \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{(t + n^{-1/2}u - \tau_i/\lambda^n) \wedge W(\tau_i/\lambda^n) \wedge p_i^u} h(u)du 
- \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{(t - \tau_i/\lambda^n) \wedge W(\tau_i/\lambda^n) \wedge p_i^u} h(u)du \right|
\leq \sup_{0 \leq u \leq U} \sup_{0 \leq t \leq T} n^{-1/2} ||h||_\infty \int_0^{t + n^{-1/2}u} (Q^n(s) - n)^+ ds
\leq \sup_{0 \leq u \leq U} \sup_{0 \leq t \leq T} ||h||_\infty \int_0^{t + n^{-1/2}u} \bar{Q}^{n,+}(s) ds
\leq U ||h||_\infty \sup_{0 \leq t \leq T + n^{-1/2}U} (\bar{Q}^n(u) - 1)^+
\Rightarrow 0,
\]
as \( n \to \infty \). Thus, by the triangle inequality, the claim is proven.

Now note that Proposition 8.2 we have that \( \{\bar{Q}^n\} \) is stochastically bounded. Thus, for each \( T > 0 \) and \( \varepsilon > 0 \) there exists a \( K^T_\varepsilon > 0 \) such that \( \mathbb{P}(\sup_{0 \leq t \leq T} |\bar{Q}_t^n| > K^T_\varepsilon) < \varepsilon \) for \( n \geq 1 \). Thus, by the representation 28 for \( \bar{W}^n \) and the previous two results it is easy to see that for each \( T \geq 0 \), \( \sup_{0 \leq t \leq T} |\bar{W}^n(t) - \mu^{-1}Q^{n,+}(t)| \Rightarrow 0 \) as \( n \to \infty \) and hence the claim of the Proposition is proven as a result of the fact that \( \lambda = \mu \).

\[ \square \]

9 Heavy-Traffic Limit

In this Section, we obtain our main result of the paper, Theorem 3.1. For each \( t \geq 0 \), let us first define the process

\[
B(t) = R(t) - \sum_{i=1}^{N_A(\lambda)} F(W(\tau_i-)),
\]
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Moreover, for each \( n \geq 1 \), let
\[
\tilde{B}^n(t) = \frac{B^n(t)}{\sqrt{n}}.
\]

We then have in a similar derivation leading up to system equation (18) that
\[
\dot{\bar{Q}}^n(t) = \dot{Q}_0^n + \tilde{N}_A(n^{-1} \lambda^n t) - \bar{N}_D \left( \mu \int_0^t (\dot{Q}^n(s) \wedge 1) ds \right) + \tilde{B}^n(t) + n^{1/2} (n^{-1} \lambda^n - \mu) t
\]
(29)

\[
- \mu \int_0^t \dot{\bar{Q}}^n(s) ds - \frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^nt)} F^n(W^n(\tau_i/\lambda^n -)).
\]

Moreover, letting
\[
\tilde{\delta}^n(t) = \frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^nt)} F^n(W^n(\tau_i/\lambda^n -)) - \lambda \int_0^t \int_0^t \dot{\bar{Q}}^{n+}(s) ds - \lambda \int_0^t \int_0^t h(u) duds,
\]

it follows that
\[
\dot{\bar{Q}}^n(t) = \dot{Q}_0^n + \tilde{N}_A(n^{-1} \lambda^n t) - \bar{N}_D \left( \mu \int_0^t (\dot{Q}^n(s) \wedge 1) ds \right) + \tilde{B}^n(t) + \tilde{\delta}^n(t)
\]
(30)

\[
+ n^{1/2} (n^{-1} \lambda^n - \mu) t - \mu \int_0^t \dot{\bar{Q}}^n_{-}(s) ds - \lambda \int_0^t \int_0^t \dot{\bar{Q}}^{n+}(s) ds - \lambda \int_0^t \int_0^t h(u) duds.
\]

The following is now our first result of the Section.

**Proposition 9.1.** If \( n^{-1} \lambda^n \to \lambda \) as \( n \to \infty \) where \( \lambda = \mu \) and \( \tilde{Q}_0^n \Rightarrow \tilde{Q}_0 \) as \( n \to \infty \) and \( n^{1/2} (n^{-1} \lambda^n - \mu) \to -\beta \mu \) as \( n \to \infty \), then \( \tilde{B}^n \Rightarrow 0 \) as \( n \to \infty \).

**Proof.** First note that \( \tilde{B}^n \) is a martingale with quadratic variation
\[
\langle \tilde{B}^n \rangle_t = \frac{1}{n} \sum_{i=1}^{N_A(\lambda^nt)} F^n(W^n(\tau_i/\lambda^n -)).
\]

Now, by Proposition 8.2 we have that \( \{\tilde{Q}^n\} \) is stochastically bounded and hence by Proposition 8.3 it follows that \( \{\tilde{W}^n\} \) is stochastically bounded as well. Let \( K^T_\varepsilon \) be such that \( \mathbb{P}(\sup_{0 \leq t \leq T} |\tilde{W}^n(t)| > K^T_\varepsilon) < \varepsilon \) for \( n \geq 1 \). It then follows that for each \( \delta \geq 0 \),
\[
\mathbb{P} \left( \frac{1}{n} \sum_{i=1}^{N_A(\lambda^nt)} F^n(W^n(\tau_i/\lambda^n -)) > \delta \right) \leq \mathbb{P} \left( \sup_{0 \leq t \leq T} |\tilde{W}^n(t)| > K^T_\varepsilon \right) + \mathbb{P} \left( \frac{1}{n} N_A(\lambda^nt) F^n(n^{-1/2} K^T_\varepsilon) \geq \delta \right) 
\]
\[
\leq \varepsilon + \mathbb{P} \left( \frac{1}{n} N_A(\lambda^nt) F^n(n^{-1/2} K^T_\varepsilon) \geq \delta \right).
\]

28
However, since by the Functional Strong Law of Large Numbers [2], the fact that \( n^{-1} \lambda^n \to \lambda \) and the Random Time Change Theorem [2] we have that \( n^{-1} N(\lambda^n T) = n^{-1} N(n^{-1} \lambda^n T) \Rightarrow \lambda T \) and also

\[
F^n(n^{-1/2} K^T) = 1 - \exp \left( \int_0^{n^{-1/2} K^T} h^n(u) du \right) \\
= 1 - \exp \left( - \frac{1}{\sqrt{n}} \int_0^{K^T} h(u) du \right) \\
\leq 1 - \exp \left( - \frac{1}{\sqrt{n}} \|h\|_{\infty} K^T \right) \\
\to 0, 
\]

as \( n \to \infty \), it follows that

\[
\limsup_{n \to \infty} P \left( \frac{1}{n} \sum_{i=1}^{N_A(\lambda^n T)} F^n(W^n(\tau_i^n -)) \geq \delta \right) \leq \varepsilon. 
\]

Thus, since \( \delta \) and \( \varepsilon \) were arbitrary and \( \langle \tilde{B}^n \rangle \) is an increasing process, it follows that \( \langle \tilde{B}^n \rangle \Rightarrow 0 \) as \( n \to \infty \). The result now follows by the Martingale Invariance Principle [9].

We next have the following which is our final result before the main result of the Section.

**Proposition 9.2.** If \( n^{-1} \lambda^n \to \lambda \) as \( n \to \infty \) where \( \lambda = \mu \) and \( \tilde{Q}_0^n \Rightarrow \tilde{Q}_0 \) as \( n \to \infty \) and \( n^{1/2}(n^{-1} \lambda^n - \mu) \to -\beta \mu \) as \( n \to \infty \), then \( \tilde{\delta}^n \Rightarrow 0 \) as \( n \to \infty \).

**Proof.** First note that

\[
\tilde{\delta}^n(t) = \frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^n t)} F^n(W^n(\tau_i^n -)) - \int_0^t \int_0^t h(u) duds \\
= \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^n t)} F^n(W^n(\tau_i^n -)) - \frac{1}{n} \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{W^n(\tau_i^n -)} h(u) du \right) \\
+ \left( \frac{1}{n} \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{W^n(\tau_i^n -)} h(u) du - \lambda \int_0^t \int_0^\tau h(u) duds \right) \\
+ \lambda \left( \int_0^t \int_0^\tau h(u) duds - \int_0^t \tilde{Q}^{n+}(s) h(u) duds \right). 
\]

We now claim that each of the terms in the parenthesis above converges weakly to 0 as \( n \) goes to \( \infty \).
First note that
\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^n t)} F^n(W^n(\tau_i/\lambda^n -)) - \frac{1}{n} \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{W^n(\tau_i/\lambda^n -)} h(u) du \tag{31}
\]
\[
= \frac{1}{n} \sum_{i=1}^{N_A(\lambda^n t)} \left( \sqrt{n} F^n(W^n(\tau_i/\lambda^n -)) - \int_0^{\tilde{W}^n(\tau_i/\lambda^n -)} h(u) du \right)
\]
\[
\leq \frac{1}{n} N_A(\lambda^n T) \sup_{0 \leq t \leq T} \left( \sqrt{n} F^n(W^n(t)) - \int_0^{\tilde{W}^n(t)} h(u) du \right).
\]

Now note that by Taylor's Theorem [8] for each \( t \geq 0 \),
\[
\sqrt{n} F^n(W^n(t)) = \sqrt{n} \left( 1 - \exp \left( - \int_0^{W^n(t)} h^n(u) du \right) \right)
\]
\[
= \sqrt{n} \left( 1 - \exp \left( - \frac{1}{\sqrt{n}} \int_0^{\tilde{W}^n(t)} h(u) du \right) \right)
\]
\[
= \int_0^{\tilde{W}^n(t)} h(u) du + \sqrt{n} \int_0^{1/\sqrt{n}} \int_0^{\tilde{W}^n(t)} h(u) du \frac{1}{2} e^{-t} \left( \frac{1}{\sqrt{n}} \int_0^{\tilde{W}^n(t)} h(u) du - t \right) dt,
\]

and hence by (32), for each \( T \geq 0 \),
\[
\sup_{0 \leq t \leq T} \frac{1}{\sqrt{n}} \sum_{i=1}^{N_A(\lambda^n t)} F^n(W^n(\tau_i/\lambda^n -)) - \frac{1}{n} \sum_{i=1}^{N_A(\lambda^n t)} \int_0^{W^n(\tau_i/\lambda^n -)} h(u) du
\]
\[
\leq \frac{1}{n} N_A(\lambda^n T) \sup_{0 \leq t \leq T} \left( \sqrt{n} \int_0^{1/\sqrt{n}} \int_0^{\tilde{W}^n(t)} h(u) du \frac{1}{2} e^{-t} \left( \frac{1}{\sqrt{n}} \int_0^{\tilde{W}^n(t)} h(u) du - t \right) dt \right)
\]
\[
\leq \frac{1}{n} N_A(\lambda^n T) \frac{1}{2} \sup_{0 \leq t \leq T} \sqrt{n} \left( \frac{1}{\sqrt{n}} \int_0^{\tilde{W}^n(t)} h(u) du \right)^2
\]
\[
\leq \frac{||h||_\infty}{2 \sqrt{n}} \left( \frac{1}{n} N_A(\lambda^n T) \left( \sup_{0 \leq t \leq T} (\tilde{W}^n(t))^2 \right) \right).
\]

However, since as in the proof of Proposition 9.1, \( n^{-1} N_A(\lambda^n T) \Rightarrow \lambda T \) as \( n \to \infty \) and since by Proposition 8.2 we have that \( \{ \sup_{0 \leq t \leq T} (\tilde{W}^n(t))^2 \} \) is stochastically bounded, it follows by Slutsky’s Theorem [9] that
\[
\frac{||h||_\infty}{2 \sqrt{n}} \left( \frac{1}{n} N_A(\lambda^n T) \left( \sup_{0 \leq t \leq T} (\tilde{W}^n(t))^2 \right) \right) \Rightarrow 0, \tag{32}
\]
as \( n \to \infty \) and hence the first part is proven.

Next, note that by Propositions 8.2 and 8.3 we have that \( \{ \tilde{W}^n \} \) is tight and hence by Theorem 5.1 of [2] it is relatively compact. Let \( \{ n_k \} \) be a subsequence along which \( \{ \tilde{W}^n \} \) converges to some limit \( \tilde{W} \). It then follows that we have since again as in the proof of Proposition 9.1, \( n^{-1} N_A(\lambda^n e) \Rightarrow \)
λe as \( n \to \infty \), we have by Theorem 3.9 of [2] that \( (\tilde{W}^{nk}, n_k^{-1} N_A(\lambda^k e)) \Rightarrow (\tilde{W}, \lambda e) \) as \( n \to \infty \). By the Skorohod Representation Theorem [2], there exists an alternate probability space on which we may assume that \( (\tilde{W}^{nk}, n_k^{-1} N_A(\lambda^k e)) \to (\tilde{W}, \lambda e) \) \( \mathbb{P} \)-a.s. It then follows by Lemma 8.3 of [6] and the fact that for each \( T \geq 0 \) we have that \( \{\sup_{0 \leq t \leq T} |\tilde{W}^{nk}(t)|\} \) is \( \mathbb{P} \)-a.s. bounded that

\[
\sup_{0 \leq t \leq T} \left| \frac{1}{n_k} \sum_{i=1}^{N_A(\lambda^k t)} \int_0^{\tilde{W}^{nk}(\tau_i/\lambda^k -)} h(u) du - \frac{1}{n_k} N_A(\lambda^k s) \right| \to 0,
\]

as \( n \to \infty \). This, then implies that

\[
\frac{1}{n_k} \sum_{i=1}^{N_A(\lambda^k e)} \int_0^{\tilde{W}^{nk}(\tau_i/\lambda^k -)} h(u) du - \frac{1}{n_k} N_A(\lambda^k s) \to 0,
\]

as \( n \to \infty \). However, since the choice of \( \{n_k\} \) was arbitrary, the result follows.

Finally, note that by Proposition 8.3 we have that for each \( T \geq 0 \),

\[
\sup_{0 \leq t \leq T} \left| \lambda \left( \int_0^t \int_0^{\tilde{W}^n(s)} h(u) du ds - \int_0^t \int_0^{\tilde{Q}^{n,+}(s)} h(u) du ds \right) \right|
\]

\[
\leq \lambda \|h\|_\infty T \sup_{0 \leq t \leq T} |\tilde{W}^n(s) - \tilde{Q}^{n,+}(s)|
\]

\[
\to 0,
\]

as \( n \to \infty \) and hence the proof is complete. \( \square \)

We may now provide the proof of Theorem 3.1.

**Proof of Theorem 3.1.** By (24) above and we have that

\[
\tilde{Q}^n(t) = \tilde{Q}^n_0 + \tilde{N}_A(n^{-1} \lambda^n t) - \tilde{N}_D \left( \mu \int_0^t (\tilde{Q}^n(s) \wedge 1) ds \right) + \tilde{B}^n(t) + \tilde{\delta}^n(t)
\]

\[
+ n^{1/2}(n^{-1} \lambda^n - \mu) t - \mu \int_0^t g(\tilde{Q}^n(s)) ds,
\]

where \( g(x) = \mu(x^- + \int_0^{x^+} h(u) du) \) for \( x \in \mathbb{R} \). Since \( \|h\| \leq \infty \), the function \( g \) is easily seen to be Lipschitz continuous and hence by Theorem 4.1 of [21] we have that \( \tilde{Q}^n = f(\tilde{Q}^n_0, \tilde{N}_A(n^{-1} \lambda^n e) - \tilde{N}_D \left( \mu \int_0^\infty (\tilde{Q}^n(s) \wedge 1) ds \right) + \tilde{B}^n(e) + \tilde{\delta}^n(e) + n^{1/2}(n^{-1} \lambda^n - \mu) e \) where the function \( f : \mathbb{R} \times D \to D \) is continuous with respect to both uniform and Skorohod \( J_1 \) topology. In particular, \( f(x, y) \) is defined to be the unique solution to

\[
z(t) = x + y(t) - \int_0^t g(z(s)) ds,
\]

for \( t \geq 0 \). By Propositions 8.1 and 9.1 and Theorem 3.9 of [2] we have that \( (\tilde{Q}^n_0, \tilde{N}_A(n^{-1} \lambda^n e) - \tilde{N}_D \left( \mu \int_0^\infty (\tilde{Q}^n(s) \wedge 1) ds \right) + \tilde{B}^n(e) + \tilde{\delta}^n(e) + n^{1/2}(n^{-1} \lambda^n - \mu) e \Rightarrow (\tilde{Q}_0, \sigma_A \tilde{B}_1(\mu e) + \tilde{B}_2(\mu e)) \) as \( n \to \infty \). The result now follows by the representation above and the Continuous Mapping Theorem [27]. \( \square \)
Finally, the proof of Proposition 3.2 is as follows.

**Proof of Proposition 3.2.** First note that the generator of $\tilde{Q}$ is given for $f \in C^2_b$ by

$$(Af)(x) = \frac{\mu(1 + \sigma^2_A)}{2} f''(x) - \mu \beta f'(x) - 1\{x < 0\} \mu x f'(x) - 1\{x > 0\} \mu \left( \int_0^x h(u) du \right) f'(x)$$

It then follows that the stationary distribution $\pi$ of $\tilde{Q}$ must satisfy [9]

$$\int_{\mathbb{R}} Af(x)\pi(dx) = 0,$$

for all $f \in C^2_b(\mathbb{R})$.

We now claim that $\pi$ as given above satisfies this relationship. Integrating by parts that

$$\int_{\mathbb{R}^+} Af(x)\pi(dx) = \int_{\mathbb{R}^+} \left( \frac{\mu(1 + \sigma^2_A)}{2} f''(x) - \mu \beta f'(x) - \mu x f'(x) \right) \exp \left( \frac{-2}{1 + \sigma^2_A} (\beta x + \int_0^x h(u) du) \right) dx$$

$$= \frac{\mu(1 + \sigma^2_A)}{2} f'(0) + \int_{\mathbb{R}^+} \left( \mu f'(x) \left( \beta + \int_0^x h(u) du \right) - \mu \beta f'(x) \right) \exp \left( \frac{-2}{1 + \sigma^2_A} (\beta x + \int_0^x h(u) du) \right) dx$$

$$= \frac{\mu(1 + \sigma^2_A)}{2} f'(0).$$

Similarly, for $\mathbb{R}^-$ we obtain that

$$\int_{\mathbb{R}^-} Af(x)\pi(dx) = -\int_{\mathbb{R}^-} \left( \frac{\mu(1 + \sigma^2_A)}{2} f''(x) - (\mu \beta + \mu x) f'(x) \right) \exp \left( \frac{-2}{1 + \sigma^2_A} (\beta x + x^2/2) \right) dx$$

$$= -\frac{\mu(1 + \sigma^2_A)}{2} f'(0) + \int_{\mathbb{R}^-} \left( \mu f'(x) (\beta + x) - (\mu \beta + \mu x) f'(x) \right) \exp \left( \frac{-2}{1 + \sigma^2_A} (\beta x + x^2/2) \right) dx$$

$$= -\frac{\mu(1 + \sigma^2_A)}{2} f'(0).$$

Thus,

$$\int_{\mathbb{R}} Af(x)\pi(dx) = \int_{\mathbb{R}^-} Af(x)\pi(dx) + \int_{\mathbb{R}^+} Af(x)\pi(dx) = 0,$$

which completes the proof. □
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