WHITTLE'S APPROXIMATION TO THE LIKELIHOOD FUNCTION

Suppose we wish to fit a parametric model (such as ARIMA, or Fractiona ARIMA) to data
X=(Xg, ..., X,—1) from the zero-mean weakly stationary Gaussian time series {x }. Let 6 denote the
vector of model parameters. Under the model 6, suppose that {x;} has spectra density f 4(w), autoco-

variance sequence { ¢, ¢}, and suppose that x has nxn covariance matrix Z, g. Then the likelihood for 6

is
0oy _ (om-n2_ 1 1.5
lik (8) = (2nr) T exp{ 2x ZeX} .

The MLE, 6, is the value of 6 which maximizes lik (©), or equivalently, which minimizes
~2loglik(8)=n log (2r) +log X, ¢ + X" ZHX .

In genera, the cost of inverting an nxn matrix is O(n®). Thus, in principle, each evaluation of the
likelihood function will require O (n®) operations. Using Levinson’s agorithm (described later), we can
bring the cost of the inversion, and therefore the cost of each evaluation of the likelihood function,
down to O(n?). Here, we will present Whittle's Approximation to —2loglik (), which has the advan-

tage that it can be evaluated in O (n logn) operations.

The matrix Z, g is said to be a Toeplitz matrix, since al diagonals of X, 4 are constant. (This fol-
lows since X, o(j ,K)=¢j_ ). It can be shown that, for large n, all nxn symmetric Toeplitz matrices

have complex orthonormal eigenvectors which can be well approximated by
Vi =n"Y2{exp(-i oy )} , (1 =0, ...,n-1) .

It can also be shown that the corresponding eigenvalues of %, o are well approximated by 2rf o(w;).
Thus, if V=(Vo, ..., Vh_1), and A isan nxn diagona matrix with {2rf o(w; )}j“;()l on the main diago-
na and zero elsewhere, then X, ,=VAV", where V' is the conjugate transpose of V. Note that
W’ =V'V =1, the nxn identity matrix, so that £,5=VA™V". In addition, IV|=1, since V is a uni-

tary matrix. Thus,

—2loglik(8)=nlog2rn+log IVAV" | +x’VA™V" x



2.

=nlog2n+log Al +(x'VA™?) (x'VA " .

Now, the j’th entry of X"V is
1 n-1 ) -
X'V, :ﬁthexp(—l ojt)=VnJ; ,
t=0

and the j"entry of x'VA™2is\nJ; N2nf o(w;). Thus,

n-1 n-1 n
—2loglik(®)=n log2n+log .HO(an o(®j))+ Y,
j=

— 52
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=2nlog2n+ Y [logf g(o;)+1;/f o(w;)] . (@D}
j=0

Formula (1) is Whittle's approximation to —2loglik(6). Since {Ij}j“;ol can be evauated in
O(nlogn) using the Fast Fourier Transform, and since {log f o(w; )}J-“;O1 can be evaluated in O(n), we
can evaluate the righthand side of (1) in O(nlogn) operations. The vaue of 6 which minimizes the

righthand side of (1) is called the Whittle Estimator, éW.

Fox and Tagqu have shown that for a Gaussian fractional ARIMA model, éW is asymptotically
normal, and is asymptotically efficient, so that éW is asymptotically equivalent to the exact MLE, 0. It
follows that éW also provides an asymptotically efficient estimate of an ARMA model, since the

ARMA models are a subclass of the fractional ARIMA models.



