What is an efficient market? What does it imply for investment and valuation models? Clearly, market efficiency is a concept that is controversial and attracts strong views, pro and con, partly because of differences between individuals about what it really means, and partly because it is a core belief that in large part determines how an investor approaches investing. This chapter provides a definition of market efficiency, considers the implications of an efficient market for investors, and summarizes some of the basic approaches that are used to test investment schemes, thereby proving or disproving market efficiency. It also provides a summary of the voluminous research on whether markets are efficient.

**Market Efficiency and Investment Valuation**

The question of whether markets are efficient, and, if not, where the inefficiencies lie, is central to investment valuation. If markets are in fact efficient, the market price provides the best estimate of value, and the process of valuation becomes one of justifying the market price. If markets are not efficient, the market price may deviate from the true value, and the process of valuation is directed toward obtaining a reasonable estimate of this value. Those who do valuation well, then, will then be able to make higher returns than other investors because of their capacity to spot under- and overvalued firms. To make these higher returns, though, markets have to correct their mistakes (i.e., become efficient) over time. Whether these corrections occur over six months or over five years can have a profound impact on which valuation approach an investor chooses to use and the time horizon that is needed for it to succeed.

There is also much that can be learned from studies of market efficiency, which highlight segments where the market seems to be inefficient. These inefficiencies can provide the basis for screening the universe of stocks to come up with a subsample that is more likely to contain undervalued stocks. Given the size of the universe of stocks, this not only saves time for the analyst, but it increases the odds significantly of finding under- and overvalued stocks. For instance, some efficiency studies suggest that stocks that are neglected by institutional investors are more likely to be undervalued and earn excess returns. A strategy that screens firms for low institutional investment (as a percentage of the outstanding stock) may yield a subsample of neglected firms, which can then be valued using valuation models to arrive at a portfolio of undervalued firms. If the research is correct, the odds of finding undervalued firms should increase in this subsample.
WHAT IS AN EFFICIENT MARKET?

An efficient market is one where the market price is an unbiased estimate of the true value of the investment. Implicit in this derivation are several key concepts:

- Contrary to popular view, market efficiency does not require that the market price be equal to true value at every point in time. All it requires is that errors in the market price be unbiased; prices can be greater than or less than true value, as long as these deviations are random.
- The fact that the deviations from true value are random implies, in a rough sense, that there is an equal chance that any stock is under- or overvalued at any point in time, and that these deviations are uncorrelated with any observable variable. For instance, in an efficient market, stocks with lower PE ratios should be no more or no less likely to be undervalued than stocks with high PE ratios.
- If the deviations of market price from true value are random, it follows that no group of investors should be able to consistently find under- or overvalued stocks using any investment strategy.

Definitions of market efficiency have to be specific not only about the market that is being considered but also the investor group that is covered. It is extremely unlikely that all markets are efficient to all investors, but it is entirely possible that a particular market (for instance, the New York Stock Exchange) is efficient with respect to the average investor. It is also possible that some markets are efficient while others are not, and that a market is efficient with respect to some investors and not to others. This is a direct consequence of differential tax rates and transactions costs, which confer advantages on some investors relative to others.

Definitions of market efficiency are also linked up with assumptions about what information is available to investors and reflected in the price. For instance, a strict definition of market efficiency that assumes that all information, public as well as private, is reflected in market prices would imply that even investors with precise inside information will be unable to beat the market. One of the earliest classifications of levels of market efficiency was provided by Fama (1971), who argued that markets could be efficient at three levels, based on what information was reflected in prices. Under weak form efficiency, the current price reflects the information contained in all past prices, suggesting that charts and technical analyses that use past prices alone would not be useful in finding undervalued stocks. Under semi-strong form efficiency, the current price reflects the information contained not only in past prices but all public information (including financial statements and news reports) and no approach that is predicated on using and massaging this information would be useful in finding undervalued stocks. Under strong form efficiency, the current price reflects all information, public as well as private, and no investors will be able to find undervalued stocks consistently.

IMPLICATIONS OF MARKET EFFICIENCY

An immediate and direct implication of an efficient market is that no group of investors should be able to beat the market consistently using a common investment
strategy. An efficient market would also carry negative implications for many investment strategies:

- In an efficient market, equity research and valuation would be a costly task that would provide no benefits. The odds of finding an undervalued stock would always be 50–50, reflecting the randomness of pricing errors. At best, the benefits from information collection and equity research would cover the costs of doing the research.
- In an efficient market, a strategy of randomly diversifying across stocks or indexing to the market, carrying little or no information cost and minimal execution costs, would be superior to any other strategy that created larger information and execution costs. There would be no value added by portfolio managers and investment strategists.
- In an efficient market, a strategy of minimizing trading (i.e., creating a portfolio and not trading unless cash was needed) would be superior to a strategy that required frequent trading.

It is therefore no wonder that the concept of market efficiency evokes such strong reactions on the part of portfolio managers and analysts, who view it, quite rightly, as a challenge to their existence.

It is also important that there be clarity about what market efficiency does not imply. An efficient market does not imply that:

- Stock prices cannot deviate from true value; in fact, there can be large deviations from true value. The only requirement is that the deviations be random.
- No investor will beat the market in any time period. To the contrary, approximately half of all investors, prior to transactions costs, should beat the market in any period.¹
- No group of investors will beat the market in the long term. Given the number of investors in financial markets, the laws of probability would suggest that a fairly large number are going to beat the market consistently over long periods, not because of their investment strategies but because they are lucky. It would not, however, be consistent if a disproportionately large number² of these investors used the same investment strategy.

In an efficient market, the expected returns from any investment will be consistent with the risk of that investment over the long term, though there may be deviations from these expected returns in the short term.

¹Since returns are positively skewed—that is, large positive returns are more likely than large negative returns (since this is bounded at –100%)—less than half of all investors will probably beat the market.
²One of the enduring pieces of evidence against market efficiency lies in the performance records posted by many of the investors who learned their lessons from Benjamin Graham in the 1950s. No probability statistics could ever explain the consistency and superiority of their records.
NECESSARY CONDITIONS FOR MARKET EFFICIENCY

Markets do not become efficient automatically. It is the actions of investors, sensing bargains and putting into effect schemes to beat the market, that make markets efficient. The necessary conditions for a market inefficiency to be eliminated are:

- The market inefficiency should provide the basis for a scheme to beat the market and earn excess returns. For this to hold true:
  - The asset or assets that are the source of the inefficiency have to be traded.
  - The transaction costs of executing the scheme have to be smaller than the expected profits from the scheme.
- There should be profit-maximizing investors who:
  - Recognize the potential for excess return.
  - Can replicate the beat-the-market scheme that earns the excess return.
  - Have the resources to trade on the stock(s) until the inefficiency disappears.

The internal contradiction of claiming that there is no possibility of beating the market in an efficient market and requiring profit-maximizing investors to constantly seek out ways of beating the market and thus making it efficient has been explored by many. If markets were in fact efficient, investors would stop looking for inefficiencies, which would lead to markets becoming inefficient again. It makes sense to think about an efficient market as a self-correcting mechanism, where inefficiencies appear at regular intervals but disappear almost instantaneously as investors find them and trade on them.

PROPOSITIONS ABOUT MARKET EFFICIENCY

A reading of the conditions under which markets become efficient leads to general propositions about where investors are most likely to find inefficiencies in financial markets.

Proposition 1: The probability of finding inefficiencies in an asset market decreases as the ease of trading on the asset increases. To the extent that investors have difficulty trading on an asset, either because open markets do not exist or there are significant barriers to trading, inefficiencies in pricing can continue for long periods.

This proposition can be used to shed light on the differences between different asset markets. For instance, it is far easier to trade on stocks than it is on real estate, since markets are much more open, prices are in smaller units (reducing the barriers to entry for new traders), and the asset itself does not vary from transaction to transaction (one share of IBM is identical to another share, whereas one piece of real estate can be very different from another piece that is a stone’s throw away). Based on these differences, there should be a greater likelihood of finding inefficiencies (both under- and overvaluation) in the real estate market.

Proposition 2: The probability of finding an inefficiency in an asset market increases as the transactions and information cost of exploiting the inefficiency increases. The cost of collecting information and trading varies widely across markets and even across investments in the same markets. As these costs increase, it pays less and less to try to exploit these inefficiencies.
Consider, for instance, the perceived wisdom that investing in “loser” stocks (i.e., stocks that have done very badly in some prior time period) should yield excess returns. This may be true in terms of raw returns, but transaction costs are likely to be much higher for these stocks since:

- They tend to be low-priced stocks, leading to higher brokerage commissions and expenses.
- The bid-ask spread, a transaction cost paid at the time of purchase, becomes a much higher fraction of the total price paid.
- Trading is often thin on these stocks, and small trades can cause prices to change, resulting in a higher buy price and a lower sell price.

**Corollary 1:** Investors who can establish a cost advantage (either in information collection or transactions costs) will be more able to exploit small inefficiencies than other investors who do not possess this advantage.

There are a number of studies that look at the effect of block trades on prices and conclude that while block trades do affect prices and conclude that while block trades do affect prices, investors will not exploit these inefficiencies because of the number of times they will have to trade and their associated transaction costs. These concerns are unlikely to hold for a specialist on the floor of the exchange, who can trade quickly, often and at no or very low costs. It should be pointed out, however, that if the market for specialists is efficient, the value of a seat on the exchange should reflect the present value of potential benefits from being a specialist.

This corollary also suggests that investors who work at establishing a cost advantage, especially in relation to information, may be able to generate excess returns on the basis of these advantages. Thus John Templeton, who started investing in Japanese and the Asian markets well before other portfolio managers, might have been able to exploit the informational advantages he had over his peers to make excess returns on his portfolio.

**Proposition 3:** The speed with which an inefficiency is resolved will be directly related to how easily the scheme to exploit the inefficiency can be replicated by other investors. The ease with which a scheme can be replicated is related to the time, resources, and information needed to execute it. Since very few investors single-handedly possess the resources to eliminate an inefficiency through trading, it is much more likely that an inefficiency will disappear quickly if the scheme used to exploit the inefficiency is transparent and can be copied by other investors.

To illustrate this point, assume that stocks are consistently found to earn excess returns in the month following a stock split. Since firms announce stock splits publicly and any investor can buy stocks right after these splits, it would be surprising if this inefficiency persisted over time. This can be contrasted with the excess returns made by some arbitrage funds in index arbitrage, where index futures are bought (sold), and stocks in the index are sold short (bought). This strategy requires that investors be able to obtain information on the index and spot prices instantaneously, have the capacity (in terms of margin requirements and resources) to trade index futures and to sell short on stocks, and to have the resources to take and hold very large positions until the arbitrage unwinds. Consequently, inefficiencies in index futures pricing are likely to persist at least for the most efficient arbitrageurs, with the lowest execution costs and the speediest execution times.
Tests of market efficiency look at whether specific investment strategies earn excess returns. Some tests also account for transactions costs and execution feasibility. Since an excess return on an investment is the difference between the actual and expected return on that investment, there is implicit in every test of market efficiency a model for this expected return. In some cases, this expected return adjusts for risk using the capital asset pricing model or the arbitrage pricing model, and in others the expected return is based on returns on similar or equivalent investments.

In every case, a test of market efficiency is a joint test of market efficiency and the efficacy of the model used for expected returns. When there is evidence of excess returns in a test of market efficiency, it can indicate that markets are inefficient or that the model used to compute expected returns is wrong or both. Although this may seem to present an insoluble dilemma, if the conclusions of the study are insensitive to different model specifications, it is much more likely that the results are being driven by true market inefficiencies and not just by model misspecifications.

There are a number of different ways of testing for market efficiency, and the approach used will depend in great part on the investment scheme being tested. A scheme based on trading on information events (stock splits, earnings announcements, or acquisition announcements) is likely to be tested using an “event study” where returns around the event are scrutinized for evidence of excess returns. A scheme based on trading on an observable characteristic of a firm (price-earnings ratios, price–book value ratios, or dividend yields) is likely to be tested using a portfolio approach, where portfolios of stocks with these characteristics are created and tracked over time to see whether in fact they make excess returns. The following pages summarize the key steps involved in each of these approaches, and some potential pitfalls to watch out for when conducting or using these tests.

**Event Study**

An event study is designed to examine market reactions to and excess returns around specific information events. The information events can be marketwide, such as macroeconomic announcements, or firm-specific, such as earnings or dividend announcements. The five steps in an event study are:

1. The event to be studied is clearly identified, and the date on which the event was announced pinpointed. The presumption in event studies is that the timing of the event is known with a fair degree of certainty. Since financial markets react to the information about an event rather than the event itself, most event studies are centered around the announcement date for the event.\(^3\)

   Announcement Date

2. Once the event dates are known, returns are collected around these dates for each of the firms in the sample. In doing so, two decisions have to be made. First,

\(^3\)In most financial transactions, the announcement date tends to precede the event date by several days and, sometimes, weeks.
The analyst has to decide whether to collect weekly, daily, or shorter-interval returns around the event. This will be decided in part by how precisely the event date is known (the more precise, the more likely it is that shorter return intervals can be used) and by how quickly information is reflected in prices (the faster the adjustment, the shorter the return interval to use). Second, the analyst has to determine how many periods of returns before and after the announcement date will be considered as part of the event window. That decision also will be determined by the precision of the event date, since more imprecise dates will require longer windows.

\[ R_{-jn} \ldots R_{j0} \ldots R_{+jn} \]

Return window: \(-n\) to \(+n\)

where \( R_{jt} = \) Returns on firm \( j \) for period \( t(t = -n, \ldots, 0, \ldots, +n) \)

3. The returns, by period, around the announcement date, are adjusted for market performance and risk to arrive at excess returns for each firm in the sample. For instance, if the capital asset pricing model is used to control for risk:

\[
\text{Excess return on period } t = \text{Return on day } t - (\text{Risk-free rate} + \text{Beta} \times \text{Return on market on day } t)
\]

\[ ER_{-jn} \ldots ER_{j0} \ldots ER_{+jn} \]

Return window: \(-n\) to \(+n\)

where \( ER_{jt} = \) Excess returns on firm \( j \) for period \( t(t = -n, \ldots, 0, \ldots, +n) = R_{jt} - E(R_{jt}) \)

4. The excess returns, by period, are averaged across all firms in the sample, and a standard error is computed.

\[
\text{Average excess return on day } t = \frac{\sum_{j=1}^{N} ER_{jt}}{N}
\]

\[
\text{Standard error in excess return on day } t = \sqrt{\frac{\sum_{d=1}^{N} (ER_{dt} - \text{Average ER})^2}{(N - 1)}}
\]

where \( N = \) Number of events (firms) in the event study

5. The question of whether the excess returns around the announcement are different from zero is answered by estimating the \( t \) statistic for each period, by dividing the average excess return by the standard error:

\[
T \text{ statistic for excess return on day } t = \frac{\text{Average excess return}}{\text{Standard error}}
\]

If the \( t \) statistics are statistically significant, the event affects returns; the sign of the excess return determines whether the effect is positive or negative.

\[
4\text{The standard levels of significance for } t \text{ statistics are:}
\]

<table>
<thead>
<tr>
<th>Level</th>
<th>One-Tailed</th>
<th>Two-Tailed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>2.33</td>
<td>2.55</td>
</tr>
<tr>
<td>5%</td>
<td>1.66</td>
<td>1.96</td>
</tr>
</tbody>
</table>
Academics and practitioners have long argued about the consequences of option listing for stock price volatility. On the one hand, there are those who argue that options attract speculators and hence increase stock price volatility. On the other hand, there are others who argue that options increase the available choices for investors and increase the flow of information to financial markets, and thus lead to lower stock price volatility and higher stock prices.

One way to test these alternative hypotheses is to do an event study, examining the effects of listing options on the underlying stocks' prices. Conrad (1989) did such a study, following these steps:

**Step 1:** The date of the announcement that options on a particular stock would be listed on the Chicago Board Options Exchange was collected.

**Step 2:** The prices of the underlying stock \( (j) \) were collected for each of the 10 days prior to the option listing announcement date, for the day of the announcement, and for each of the 10 days after.

**Step 3:** The returns on the stock \( (R_{jt}) \) were computed for each of these trading days.

**Step 4:** The beta for the stock \( (\beta_j) \) was estimated using the returns from a time period outside the event window (using 100 trading days from before the event and 100 trading days after the event).

**Step 5:** The returns on the market index \( (R_{mt}) \) were computed for each of the 21 trading days.

**Step 6:** The excess returns were computed for each of the 21 trading days:

\[
ER_{jt} = R_{jt} - \beta_j R_{mt} \quad t = -10, -9, -8, \ldots, +8, +9, +10
\]

The excess returns are cumulated for each trading day.

**Step 7:** The average and standard error of excess returns across all stocks with option listings were computed for each of the 21 trading days. The t statistics are computed using the averages and standard errors for each trading day. The following table summarizes the average excess returns and t statistics around option listing announcement dates:

<table>
<thead>
<tr>
<th>Trading Day</th>
<th>Average Excess Return</th>
<th>Cumulative Excess Return</th>
<th>T Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10</td>
<td>0.17%</td>
<td>0.17%</td>
<td>1.30</td>
</tr>
<tr>
<td>-9</td>
<td>0.48%</td>
<td>0.65%</td>
<td>1.66</td>
</tr>
<tr>
<td>-8</td>
<td>-0.24%</td>
<td>0.41%</td>
<td>1.43</td>
</tr>
<tr>
<td>-7</td>
<td>0.28%</td>
<td>0.69%</td>
<td>1.62</td>
</tr>
<tr>
<td>-6</td>
<td>0.04%</td>
<td>0.73%</td>
<td>1.62</td>
</tr>
<tr>
<td>-5</td>
<td>-0.46%</td>
<td>0.27%</td>
<td>1.24</td>
</tr>
<tr>
<td>-4</td>
<td>-0.26%</td>
<td>0.01%</td>
<td>1.02</td>
</tr>
<tr>
<td>-3</td>
<td>-0.11%</td>
<td>-0.10%</td>
<td>0.93</td>
</tr>
<tr>
<td>-2</td>
<td>0.26%</td>
<td>0.16%</td>
<td>1.09</td>
</tr>
<tr>
<td>-1</td>
<td>0.29%</td>
<td>0.45%</td>
<td>1.28</td>
</tr>
<tr>
<td>0</td>
<td>0.01%</td>
<td>0.46%</td>
<td>1.27</td>
</tr>
<tr>
<td>1</td>
<td>0.17%</td>
<td>0.63%</td>
<td>1.37</td>
</tr>
<tr>
<td>2</td>
<td>0.14%</td>
<td>0.77%</td>
<td>1.44</td>
</tr>
<tr>
<td>3</td>
<td>0.04%</td>
<td>0.81%</td>
<td>1.44</td>
</tr>
<tr>
<td>4</td>
<td>0.18%</td>
<td>0.99%</td>
<td>1.54</td>
</tr>
<tr>
<td>5</td>
<td>0.56%</td>
<td>1.55%</td>
<td>1.88</td>
</tr>
<tr>
<td>6</td>
<td>0.22%</td>
<td>1.77%</td>
<td>1.99</td>
</tr>
<tr>
<td>7</td>
<td>0.05%</td>
<td>1.82%</td>
<td>2.00</td>
</tr>
<tr>
<td>8</td>
<td>-0.13%</td>
<td>1.69%</td>
<td>1.89</td>
</tr>
<tr>
<td>9</td>
<td>0.09%</td>
<td>1.78%</td>
<td>1.92</td>
</tr>
<tr>
<td>10</td>
<td>0.02%</td>
<td>1.80%</td>
<td>1.91</td>
</tr>
</tbody>
</table>

Based on these excess returns, there is no evidence of an announcement effect on the announcement day alone, but there is mild evidence of a positive effect over the entire announcement period.⁵

⁵The t statistics are marginally significant at the 5% level.
**Portfolio Study**

In some investment strategies, firms with specific characteristics are viewed as more likely to be undervalued, and therefore have excess returns, than firms without these characteristics. In these cases, the strategies can be tested by creating portfolios of firms possessing these characteristics at the beginning of a time period and then examining returns over the time period. To ensure that these results are not colored by the idiosyncracies of one time period, this analysis is repeated for a number of periods. The seven steps in doing a portfolio study are:

1. The variable on which firms will be classified is defined, using the investment strategy as a guide. This variable has to be observable, though it does not have to be numerical. Examples would include market value of equity, bond ratings, stock price, price-earnings ratios, and price–book value ratios.
2. The data on the variable is collected for every firm in the defined universe at the start of the testing period, and firms are classified into portfolios based on the magnitude of the variable. Thus, if the price-earnings ratio is the screening variable, firms are classified on the basis of PE ratios into portfolios from lowest PE to highest PE classes. The number of classes will depend on the size of the universe, since there have to be sufficient firms in each portfolio to get some measure of diversification.
3. The returns are collected for each firm in each portfolio for the testing period, and the returns for each portfolio are computed, generally assuming that the stocks are equally weighted.
4. The beta (if using a single-factor model) or betas (if using a multifactor model) of each portfolio are estimated, either by taking the average of the betas of the individual stocks in the portfolio or by regressing the portfolio’s returns against market returns over a prior time period (for instance, the year before the testing period).
5. The excess returns earned by each portfolio are computed, in conjunction with the standard error of the excess returns.
6. There are a number of statistical tests available to check whether the average excess returns are, in fact, different across the portfolios. Some of these tests are parametric (they make certain distributional assumptions about excess returns), and some are nonparametric.
7. As a final test, the extreme portfolios can be matched against each other to see whether there are statistically significant differences across these portfolios.

---

6 Though there are practical limits on how big the universe can be, care should be taken to make sure that no biases enter at this stage of the process. An obvious bias would be to pick only stocks that have done well over the time period for the universe.

7 One parametric test is an F test, which tests for equality of means across groups. This test can be conducted assuming either that the groups have the same variance or that they have different variances.

8 An example of a nonparametric test is a rank sum test, which ranks returns across the entire sample and then sums the ranks within each group to check whether the rankings are random or systematic.
ILLUSTRATION 6.2: Example of a Portfolio Study—Price-Earnings Ratios

Practitioners have claimed that low price-earnings ratio stocks are generally bargains and do much better than the market or stocks with high price-earnings ratios. This hypothesis can be tested using a portfolio approach:

**Step 1:** Using data on price-earnings ratios from the end of 1987, firms on the New York Stock Exchange were classified into five groups, the first group consisting of stocks with the lowest PE ratios and the fifth group consisting of stocks with the highest PE ratios. Firms with negative price-earnings ratios were ignored (which may bias the results).

**Step 2:** The returns on each portfolio were computed using data from 1988 to 1992. Stocks that went bankrupt or were delisted were assigned a return of –100%.

**Step 3:** The betas for each stock in each portfolio were computed using monthly returns from 1983 to 1987, and the average beta for each portfolio was estimated. The portfolios were assumed to be equally weighted.

**Step 4:** The returns on the market index were computed from 1988 to 1992.

**Step 5:** The excess returns on each portfolio were computed from 1988 to 1992. The following table summarizes the excess returns each year from 1988 to 1992 for each portfolio.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Lowest</td>
<td>3.84%</td>
<td>−0.83%</td>
<td>2.10%</td>
<td>6.68%</td>
<td>0.64%</td>
<td>2.61%</td>
</tr>
<tr>
<td>2</td>
<td>1.75%</td>
<td>2.26%</td>
<td>0.19%</td>
<td>1.09%</td>
<td>1.13%</td>
<td>1.56%</td>
</tr>
<tr>
<td>3</td>
<td>0.20%</td>
<td>−3.15%</td>
<td>−0.20%</td>
<td>0.17%</td>
<td>0.12%</td>
<td>−0.59%</td>
</tr>
<tr>
<td>4</td>
<td>−1.25%</td>
<td>−0.94%</td>
<td>−0.65%</td>
<td>−1.99%</td>
<td>−0.48%</td>
<td>−1.15%</td>
</tr>
<tr>
<td>Highest</td>
<td>−1.74%</td>
<td>−0.63%</td>
<td>−1.44%</td>
<td>−4.06%</td>
<td>−1.25%</td>
<td>−1.95%</td>
</tr>
</tbody>
</table>

**Step 6:** While the ranking of the returns across the portfolio classes seems to confirm our hypothesis that low-PE stocks earn a higher return, we have to consider whether the differences across portfolios are statistically significant. There are several tests available, but these are a few:

- An F test can be used to accept or reject the hypothesis that the average returns are the same across all portfolios. A high F score would lead us to conclude that the differences are too large to be random.
- A chi-squared test is a nonparametric test that can be used to test the hypothesis that the means are the same across the five portfolio classes.
- We could isolate just the lowest-PE and highest-PE stocks and estimate a t statistic that the averages are different across these two portfolios.

CARDINAL SINS IN TESTING MARKET EFFICIENCY

In the process of testing investment strategies, there are a number of pitfalls that have to be avoided. Six of them are:

1. Using anecdotal evidence to support/reject an investment strategy. Anecdotal evidence is a double-edged sword. It can be used to support or reject the same hypothesis. Since stock prices are noisy and all investment schemes (no matter how absurd) will succeed sometimes and fail at other times, there will always be cases where the scheme works or does not work.
2. **Testing an investment strategy on the same data and time period from which it was extracted.** This is the tool of choice for the unscrupulous investment adviser. An investment scheme is extracted from hundreds through an examination of the data for a particular time period. This investment scheme is then tested on the same time period, with predictable results. (The scheme does miraculously well and makes immense returns.)

An investment scheme should always be tested out on a time period different from the one it is extracted from or on a universe different from the one used to derive the scheme.

3. **Choosing a biased sample.** There may be bias in the sample on which the test is run. Since there are thousands of stocks that could be considered part of this universe, researchers often choose to use a smaller sample. When this choice is random, this does limited damage to the results of the study. If the choice is biased, it can provide results that are not true in the larger universe.

4. **Failure to control for market performance.** A failure to control for overall market performance can lead you to conclude that your investment scheme works just because it makes good returns (most schemes will make good returns if the overall market does well; the question is whether they made better returns than expected) or does not work just because it makes bad returns (most schemes will do badly if the overall market performs poorly). It is crucial therefore that investment schemes control for market performance during the period of the test.

5. **Failure to control for risk.** A failure to control for risk leads to a bias toward accepting high-risk investment schemes and rejecting low-risk investment schemes, since the former should make higher returns than the market and the latter lower, without implying any excess returns.

6. **Mistaking correlation for causation.** Consider the study on PE stocks cited in the earlier section. We concluded that low-PE stocks have higher excess returns than high-PE stocks. It would be a mistake to conclude that a low price-earnings ratio causes excess returns, since the high returns and the low PE ratio themselves might have been caused by the high risk associated with investing in the stock. In other words, high risk is the causative factor that leads to both the observed phenomena—low PE ratios on the one hand and high returns on the other. This insight would make us more cautious about adopting a strategy of buying low-PE stocks in the first place.

### SOME LESSER SINS THAT CAN BE A PROBLEM

1. **Survival bias.** Most researchers start with an existing universe of publicly traded companies and work back through time to test investment strategies. This can create a subtle bias since it automatically eliminates firms that failed during the period, with obvious negative consequences for returns. If the investment scheme is particularly susceptible to picking firms that have high bankruptcy risk, this may lead to an overstatement of returns on the scheme.

   For example, assume that the investment scheme recommends investing in stocks that have very negative earnings, using the argument that these stocks are the most likely to benefit from a turnaround. Some of the firms in this portfolio will go bankrupt, and a failure to consider these firms will overstate the returns from this strategy.
2. Not allowing for transaction costs. Some investment schemes are more expensive than others because of transaction costs—execution fees, bid-ask spreads, and price impact. A complete test will take these into account before it passes judgment on the strategy. This is easier said than done, because different investors have different transaction costs, and it is unclear which investor’s trading cost schedule should be used in the test. Most researchers who ignore transaction costs argue that individual investors can decide for themselves, given their transaction costs, whether the excess returns justify the investment strategy.

3. Not allowing for difficulties in execution. Some strategies look good on paper but are difficult to execute in practice, either because of impediments to trading or because trading creates a price impact. Thus a strategy of investing in very small companies may seem to create excess returns on paper, but these excess returns may not exist in practice because the price impact is significant.

**EVIDENCE ON MARKET EFFICIENCY**

This section of the chapter attempts to summarize the evidence from studies of market efficiency. Without claiming to be comprehensive, the evidence is classified into four sections—the study of price changes and their time series properties, the research on the efficiency of market reaction to information announcements, the existence of return anomalies across firms and over time, and the analysis of the performance of insiders, analysts, and money managers.

**TIME SERIES PROPERTIES OF PRICE CHANGES**

Investors have used price charts and price patterns as tools for predicting future price movements for as long as there have been financial markets. It is not surprising, therefore, that the first studies of market efficiency focused on the relationship between price changes over time, to see if in fact such predictions were feasible. Some of this testing was spurred by the random walk theory of price movements, which contended that price changes over time followed a random walk. As the studies of the time series properties of prices have proliferated, the evidence can be classified into two categories—studies that focus on short-term (intraday, daily, and weekly price movements) price behavior and research that examines long-term (annual and five-year returns) price movements.

**Short-Term Price Movements**

The notion that today’s price change conveys information about tomorrow’s price change is deeply rooted in most investors’ psyches. There are several ways in which this hypothesis can be tested in financial markets.

**Serial Correlation** The serial correlation measures the correlation between price changes in consecutive time periods, whether hourly, daily, or weekly, and is a measure of how much the price change in any period depends on the price change over the previous time period. A serial correlation of zero would therefore imply that
price changes in consecutive time periods are uncorrelated with each other, and can thus be viewed as a rejection of the hypothesis that investors can learn about future price changes from past ones. A serial correlation that is positive and statistically significant could be viewed as evidence of price momentum in markets, and would suggest that returns in a period are more likely to be positive (negative) if the prior period’s returns were positive (negative). A serial correlation that is negative and statistically significant could be evidence of price reversals, and would be consistent with a market where positive returns are more likely to follow negative returns and vice versa.

From the viewpoint of investment strategy, serial correlations can be exploited to earn excess returns. A positive serial correlation would be exploited by a strategy of buying after periods with positive returns and selling after periods with negative returns. A negative serial correlation would suggest a strategy of buying after periods with negative returns and selling after periods with positive returns. Since these strategies generate transactions costs, the correlations have to be large enough to allow investors to generate profits to cover these costs. It is therefore entirely possible that there is serial correlation in returns, without any opportunity to earn excess returns for most investors.

The earliest studies of serial correlation—Alexander (1963), Cootner (1962), and Fama (1965)—all looked at large U.S. stocks and concluded that the serial correlation in stock prices was small. Fama, for instance, found that 8 of the 30 stocks listed in the Dow had negative serial correlations and that most of the serial correlations were less than 0.05. Other studies confirm these findings not only for smaller stocks in the United States, but also for other markets. For instance, Jennergren and Korsvold (1974) report low serial correlations for the Swedish equity market, and Cootner (1961) concludes that serial correlations are low in commodity markets as well. Although there may be statistical significance associated with some of these correlations, it is unlikely that there is enough correlation to generate excess returns.

The serial correlation in short period returns is affected by market liquidity and the presence of a bid-ask spread. Not all stocks in an index are liquid, and in some cases stocks may not trade during a period. When the stock trades in a subsequent period, the resulting price changes can create positive serial correlation. To see why, assume that the market is up strongly on day 1, but that three stocks in the index do not trade on that day. On day 2, if these stocks are traded, they are likely to go up in price to reflect the increase in the market the previous day. The net result is that you should expect to see positive serial correlation in daily or hourly returns in illiquid market indexes.

The bid-ask spread creates a bias in the opposite direction, if transaction prices are used to compute returns, since prices have an equal chance of ending up at the bid or the ask price. The bounce that this induces in prices—from bid to ask to bid again—will result in negative serial correlations in returns. Roll (1984) provides a simple measure of this relationship:

\[
\text{Bid-ask spread} = -\sqrt{2} \times \text{Serial covariance in returns}
\]

where the serial covariance in returns measures the covariance between return changes in consecutive time periods. For very short return intervals, this bias induced
in serial correlations might dominate and create the mistaken view that price changes in consecutive time periods are negatively correlated.

**Filter Rules** In a filter rule, an investor buys an investment if the price rises X percent from a previous low and holds the investment until the price drops X percent from a previous high. The magnitude of the change (X percent) that triggers the trades can vary from filter rule to filter rule, with smaller changes resulting in more transactions per period and higher transaction costs. Figure 6.1 graphs out a typical filter rule.

This strategy is based on the assumption that price changes are serially correlated and that there is price momentum (i.e., stocks that have gone up strongly in the past are more likely to keep going up than go down). Table 6.1 summarizes results—Fama and Blume (1966) and Jensen and Bennington (1970)—from a study on returns, before and after transactions costs, on a trading strategy based on filter rules ranging from 0.5 percent to 20 percent. (A 0.5 percent rule implies that a stock is bought when it rises 0.5 percent from a previous low and is sold when it falls 0.5 percent from a prior high.)

The only filter rule that beats the returns from the buy-and-hold strategy is the 0.5 percent rule, but it does so before transaction costs. This strategy creates 12,514 trades during the period which generate enough transaction costs to wipe out the principal invested by the investor. While this test is dated, it also illustrates basic problems with strategies that require frequent short-term trading. Even though these strategies may earn excess returns prior to transaction costs, adjusting for these costs can wipe out the excess returns.

One popular indicator among investors that is a variant on the filter rule is the relative strength measure, which relates recent prices on stocks or other investments

![Filter Rule Diagram](image)
to either average prices over a specified period, say over six months, or to the price at the beginning of the period. Stocks that score high on the relative strength measure are considered good investments. This investment strategy is also based upon the assumption of price momentum.

**Runs Tests** A runs test is a nonparametric variation on the serial correlation, and it is based on a count of the number of runs (i.e., sequences of price increases or decreases) in the price changes. Thus, the following time series of price changes, where U is an increase and D is a decrease, would result in the following runs:

```
UUU DD UDDD UU DD U UDU UU DD UU D UD
```

There were 18 runs in this price series of 33 periods. The actual number of runs in the price series is compared against the number that can be expected in a series of this length, assuming that price changes are random.\footnote{There are statistical tables that summarize the expected number of runs, assuming randomness, in a series of any length.} If the actual number of runs is greater than the expected number, there is evidence of negative correlation in price changes. If it is lower, there is evidence of positive correlation. A 1966 study by Niederhoffer and Osborne of price changes in the Dow 30 stocks assuming daily, four-day, nine-day, and 16-day return intervals provided the following results:

<table>
<thead>
<tr>
<th>Value of X</th>
<th>Return with Strategy</th>
<th>Return with Buy and Hold</th>
<th>Number of Transactions with Strategy</th>
<th>Return after Transaction Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5%</td>
<td>11.5%</td>
<td>10.4%</td>
<td>12,514</td>
<td>-103.6%</td>
</tr>
<tr>
<td>1.0%</td>
<td>5.5%</td>
<td>10.3%</td>
<td>8,660</td>
<td>-74.9%</td>
</tr>
<tr>
<td>2.0%</td>
<td>0.2%</td>
<td>10.3%</td>
<td>4,764</td>
<td>-45.2%</td>
</tr>
<tr>
<td>3.0%</td>
<td>-1.7%</td>
<td>10.1%</td>
<td>2,994</td>
<td>-30.5%</td>
</tr>
<tr>
<td>4.0%</td>
<td>0.1%</td>
<td>10.1%</td>
<td>2,013</td>
<td>-19.5%</td>
</tr>
<tr>
<td>5.0%</td>
<td>-1.9%</td>
<td>10.0%</td>
<td>1,484</td>
<td>-16.6%</td>
</tr>
<tr>
<td>6.0%</td>
<td>1.3%</td>
<td>9.7%</td>
<td>1,071</td>
<td>-9.4%</td>
</tr>
<tr>
<td>7.0%</td>
<td>0.8%</td>
<td>9.6%</td>
<td>828</td>
<td>-7.4%</td>
</tr>
<tr>
<td>8.0%</td>
<td>1.7%</td>
<td>9.6%</td>
<td>653</td>
<td>-5.0%</td>
</tr>
<tr>
<td>9.0%</td>
<td>1.9%</td>
<td>9.6%</td>
<td>539</td>
<td>-3.6%</td>
</tr>
<tr>
<td>10.0%</td>
<td>3.0%</td>
<td>9.6%</td>
<td>435</td>
<td>-1.4%</td>
</tr>
<tr>
<td>12.0%</td>
<td>5.3%</td>
<td>9.4%</td>
<td>289</td>
<td>2.3%</td>
</tr>
<tr>
<td>14.0%</td>
<td>3.9%</td>
<td>10.3%</td>
<td>224</td>
<td>1.4%</td>
</tr>
<tr>
<td>16.0%</td>
<td>4.2%</td>
<td>10.3%</td>
<td>172</td>
<td>2.3%</td>
</tr>
<tr>
<td>18.0%</td>
<td>3.6%</td>
<td>10.0%</td>
<td>139</td>
<td>2.0%</td>
</tr>
<tr>
<td>20.0%</td>
<td>4.3%</td>
<td>9.8%</td>
<td>110</td>
<td>3.0%</td>
</tr>
</tbody>
</table>
Based on these results, there is evidence of positive correlation in daily returns but no evidence of deviations from normality for longer return intervals.

Again, while the evidence is dated, it serves to illustrate the point that long strings of positive and negative changes are, by themselves, insufficient evidence that markets are not random, since such behavior is consistent with price changes following a random walk. It is the recurrence of these strings that can be viewed as evidence against randomness in price behavior.

**Long-Term Price Movements**

While most of the earlier studies of price behavior focused on shorter return intervals, more attention has been paid to price movements over longer periods (one-year to five-year periods) in recent years. Here, there is an interesting dichotomy in the results. When “long term” is defined as months rather than years, there seems to be a tendency toward positive serial correlation or price momentum. However, when “long term” is defined in terms of years, there is substantial negative correlation in the returns, suggesting that markets reverse themselves over long periods.

**Shorter-Term Price Momentum**

In the last section, we noted that the evidence of short-term price patterns is weak and that any price dependence over very short time periods (minutes or hours) can be attributed more to market structure (liquidity, bid ask spreads) than to inefficiency. We also argued that while chartists who track these short-term price movements abound, few seem to emerge as consistent winners. As we extend our time periods from minutes to days and from days to weeks, there is some evidence of price momentum. Put differently, stocks that have gone up in the last few weeks or months seem to have a tendency to continue to outperform the market in the next few weeks or months, and stocks that have gone down in the recent weeks or months continue to languish in the next few weeks or months.

Jegadeesh and Titman present evidence of what they call price momentum in stock prices over time periods of up to eight months — stocks that have gone up in the last six months tend to continue to go up, whereas stocks that have gone down in the last six months tend to continue to go down. The momentum effect is just as strong in the European markets, though it seems to be weaker in emerging markets. What may cause this momentum? One potential explanation is that mutual funds are more likely to buy past winners and dump past losers, thus generating price continuity.

**Longer-Term Price Reversal**

When the long term is defined in terms of years, there is substantial negative correlation in returns, suggesting that markets reverse themselves over very long periods. Fama and French examined five-year returns on stocks from 1941 to 1985 and present evidence of this phenomenon. They found that serial correlation is more negative in
five-year returns than in one-year returns, and is much more negative for smaller stocks rather than larger stocks. Figure 6.2 summarizes one-year and five-years serial correlation by size class for stocks on the New York Stock Exchange.

This phenomenon has also been examined in other markets, and the findings have been similar. There is evidence that returns reverse themselves over long time periods.

Since there is evidence that prices reverse themselves in the long term for entire markets, it might be worth examining whether such price reversals occur on classes of stock within a market. For instance, are stocks that have gone up the most over the last period more likely to go down over the next period and vice versa? To isolate the effect of such price reversals on the extreme portfolios, DeBondt and Thaler constructed a winner portfolio of 35 stocks, which had gone up the most over the prior year, and a loser portfolio of 35 stocks, which had gone down the most over the prior year, each year from 1933 to 1978, and examined returns on these portfolios for the sixty months following the creation of the portfolio. Figure 6.3 summarizes the excess returns for winner and loser portfolios. This analysis suggests that loser portfolios clearly outperform winner portfolios in the 60 months following creation. This evidence is consistent with market overreaction and correction in long return intervals.

There are many, academics as well as practitioners, who suggest that these findings may be interesting but that they overstate potential returns on loser portfolios. For instance, there is evidence that loser portfolios are more likely to contain low-priced stocks (selling for less than $5), which generate higher transaction costs and are also more likely to offer heavily skewed returns; that is, the excess returns come from a few stocks making phenomenal returns rather than from consistent performance. One study of the winner and loser portfolios attributes the bulk of the excess returns of loser portfolios to low-priced stocks and also finds that the results are sensitive to when the portfolios are created.
Loser portfolios created every December earn significantly higher returns than portfolios created every June.

**Speculative Bubbles, Crashes, and Panics**

Historians who have examined the behavior of financial markets over time have challenged the assumption of rationality that underlies much of efficient market theory. They point to the frequency with which speculative bubbles have formed in financial markets as investors buy into fads or get-rich-quick schemes, and the crashes when these bubbles have ended, and suggest that there is nothing to prevent the recurrence of this phenomenon in today’s financial markets. There is some evidence in the literature of irrationality on the part of market players.

**Experimental Studies of Rationality**

Some of the most interesting evidence on market efficiency and rationality in recent years has come from experimental studies. While most experimental studies suggest that traders are rational, there are some examples of irrational behavior in some of these studies.

One such study was done at the University of Arizona. In an experimental study, traders were told that a payout would be declared after each trading day, determined randomly from four possibilities—0, 8, 28, or 60 cents. The average payout was 24 cents. Thus the share’s expected value on the first trading day of a 15-day experiment was $3.60 (24 cents times 15), the second day was $3.36, and so on. The traders were allowed to trade each day. The results of 60 such experiments are summarized in Figure 6.4.

There is clear evidence here of a speculative bubble forming during periods 3 to 5, where prices exceed expected values by a significant amount. The bubble ultimately bursts, and prices approach expected value by the end of the period. If this
mispricing is feasible in a simple market, where every investor obtains the same information, it is clearly feasible in real financial markets, where there is much more differential information and much greater uncertainty about expected value.

It should be pointed out that some of the experiments were run with students, and some with Tucson businessmen with real-world experience. The results were similar for both groups. Furthermore, when price curbs of 15 cents were introduced, the booms lasted even longer because traders knew that prices would not fall by more than 15 cents in a period. Thus, the notion that price limits can control speculative bubbles seems misguided.

**Behavioral Finance** The irrationality sometimes exhibited by investors has given rise to a whole new area of finance called behavioral finance. Using evidence gathered from experimental psychology, researchers have tried to both model how investors react to information and predict how prices will change as a consequence. They have been far more successful at the first endeavor than the second. For instance, the evidence seems to suggest that:

- Investors do not like to admit their mistakes. Consequently, they tend to hold on to losing stocks far too long, or in some cases double up their bets (investments) as stocks drop in value.
- More information does not always lead to better investment decisions. Investors seem to suffer both from information overload and from a tendency to react to the latest piece of information. Both result in investment decisions that lower returns in the long term.

If the evidence on how investors behave is so clear-cut, you might ask, why are the predictions that emerge from these models so noisy? The answer, perhaps, is that any model that tries to forecast human foibles and irrationalities is, by its very nature, unlikely to be a stable one. Behavioral finance may emerge ultimately as a
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BEHAVIORAL FINANCE AND VALUATION

In 1999, Robert Shiller made waves in both academia and investment houses with his book titled *Irrational Exuberance*. His thesis is that investors are often not just irrational but irrational in predictable ways—overreacting to some information and buying and selling in herds. His work forms part of a growing body of theory and evidence of behavioral finance, which can be viewed as a congruence of psychology, statistics, and finance.

While the evidence presented for investor irrationality is strong, the implications for valuation are less so. You can consider discounted cash flow valuation to be the antithesis of behavioral finance, because it takes the point of view that the value of an asset is the present value of the expected cash flows generated by that asset. With this context, there are two ways in which you can look at the findings in behavioral finance:

1. Irrational behavior may explain why prices can deviate from value (as estimated in a discounted cash flow model). Consequently, it provides the foundation for the excess returns earned by rational investors who base decisions on estimated value. Implicit here is the assumption that markets ultimately recognize their irrationality and correct themselves.

2. It may also explain why discounted cash flow values can deviate from relative values (estimated using multiples). Since the relative value is estimated by looking at how the market prices similar assets, irrationalities that exist will be priced into the asset.

MARKET REACTION TO INFORMATION EVENTS

Some of the most powerful tests of market efficiency are event studies where market reaction to informational events (such as earnings and takeover announcements) has been scrutinized for evidence of inefficiency. While it is consistent with market efficiency for markets to react to new information, the reaction has to be instantaneous and unbiased. This point is made in Figure 6.5 by contrasting three different market reactions to information announcements.

![FIGURE 6.5 Information and Price Adjustment](image-url)
Of the three market reactions pictured here, only the first one is consistent with an efficient market. In the second market, the information announcement is followed by a gradual increase in prices, allowing investors to make excess returns after the announcement. This is a slow learning market where some investors will make excess returns on the price drift. In the third market, the price reacts instantaneously to the announcement, but corrects itself in the days that follow, suggesting that the initial price change was an overreaction to the information. Here again, an enterprising investor could have sold short after the announcement and expected to make excess returns as a consequence of the price correction.

**Earnings Announcements**

When firms make earnings announcements, they convey information to financial markets about their current and future prospects. The magnitude of the information, and the size of the market reaction, should depend on how much the earnings report exceeds or falls short of investor expectations. In an efficient market, there should be an instantaneous reaction to the earnings report, if it contains surprising information, and prices should increase following positive surprises and decline following negative surprises.

Since actual earnings are compared to investor expectations, one of the key parts of an earnings event study is the measurement of these expectations. Some of the earlier studies used earnings from the same quarter in the prior year as a measure of expected earnings (i.e., firms that report increases in quarter-to-quarter earnings provide positive surprises, and those which report decreases in quarter-to-quarter earnings provide negative surprises). In more recent studies, analyst estimates of earnings have been used as a proxy for expected earnings and compared to the actual earnings.

Figure 6.6 provides a graph of price reactions to earnings surprises, classified on the basis of magnitude into different classes from “most negative” earnings reports (group 1) to “most positive” earnings reports (group 10). The evidence contained in this graph is consistent with the evidence in most earnings announcement studies:

- The earnings announcement clearly conveys valuable information to financial markets; there are positive excess returns (cumulative abnormal returns) after positive announcements and negative excess returns around negative announcements.
- There is some evidence of a market reaction in the day immediately prior to the earnings announcement that is consistent with the nature of the announcement (i.e., prices tend to go up on the day before positive announcements and down on the day before negative announcements). This can be viewed as evidence of either insider trading, information leakage, or getting the announcement date wrong.10

---

10The *Wall Street Journal* is often used as an information source to extract announcement dates for earnings. For some firms, news of the announcement may actually cross the news wire the day before the *Wall Street Journal* announcement, leading to a misidentification of the report date and the drift in returns the day before the announcement.
There is some evidence, albeit weak, of a price drift in the days following an earnings announcement. Thus a positive report evokes a positive market reaction on the announcement date, and there are mildly positive excess returns in the days following the earnings announcement. Similar conclusions emerge for negative earnings reports.

The management of a firm has some discretion on the timing of earnings reports, and there is some evidence that the timing affects expected returns. A 1989 study by Damodaran of earnings reports, classified by the day of the week that the earnings are reported, reveals that earnings and dividend reports on Fridays are much more likely to contain negative information than announcements on any other day of the week. This is shown in Figure 6.7.

There is also some evidence discussed by Chamber and Penman (1984) that earnings announcements that are delayed, relative to the expected announcement date, are much more likely to contain bad news than earnings announcements.

FIGURE 6.6 Price Reaction to Quarterly Earnings Report
Source: Rendleman, Jones, and Latrané (1982).
that are early or on time. This is graphed in Figure 6.8. Earnings announcements that are more than six days late relative to the expected announcement date are much more likely to contain bad news and evoke negative market reactions than earnings announcements that are on time or early.

Investment and Project Announcements

Firms frequently make announcements of their intentions of investing resources in projects and research and development. There is evidence that financial markets react to these announcements. The question of whether markets have a long-term or short-term perspective can be partially answered by looking at these market reactions. If financial markets are as short-term as some of their critics claim, they should react negatively to announcements by the firm that it plans to invest in research and development. The evidence suggests the contrary. Table 6.2 summarizes market reactions to various classes of investment announcements made by the firm.

This table excludes the largest investments that most firms make, which is acquisitions of other firms. Here the evidence is not so favorable. In about 55 percent of all acquisitions, the stock price of the acquiring firm drops on the announcement of the acquisition, reflecting the market’s beliefs that firms tend to overpay on acquisitions.
MARKET ANOMALIES

Merriam-Webster’s Collegiate Dictionary defines an anomaly as a “deviation from the common rule.” Studies of market efficiency have uncovered numerous examples of market behavior that are inconsistent with existing models of risk and return and often defy rational explanation. The persistence of some of these patterns of behavior suggests that the problem, in at least some of these anomalies, lies in the models being used for risk and return rather than in the behavior of financial markets. The following section summarizes some of the more widely noticed anomalies in financial markets in the United States and elsewhere.

**Anomalies Based on Firm Characteristics**

There are a number of anomalies that have been related to observable firm characteristics, including the market value of equity, price-earnings ratios, and price–book value ratios.
The Small Firm Effect  Studies such as Banz (1981) and Keim (1983) have consistently found that smaller firms (in terms of market value of equity) earn higher returns than larger firms of equivalent risk, where risk is defined in terms of the market beta. Figure 6.9 summarizes returns for stocks in 10 market value classes for the period from 1927 to 1983.

The size of the small firm premium, while it has varied across time, has been generally positive. It was highest during the 1970s and early 1980s and lowest during the 1990s. The persistence of this premium has led to several possible explanations.

1. The transaction costs of investing in small stocks are significantly higher than the transaction costs of investing in larger stocks, and the premiums are estimated prior to these costs. While this is generally true, the differential transaction costs are unlikely to explain the magnitude of the premium across time, and are likely to become even less critical for longer investment horizons. The difficulties of replicating the small firm premiums that are observed in the studies in real time are illustrated in Figure 6.10, which compares the returns on a hypothetical small firm portfolio (CRSP Small Stocks) with the actual returns on a small firm mutual fund (DFA Small Stock Fund), which passively invests in small stocks.

2. The capital asset pricing model may not be the right model for risk, and betas underestimate the true risk of small stocks. Thus, the small firm premium is really a measure of the failure of beta to capture risk. The additional risk associated with small stocks may come from several sources. First, the estimation risk associated with estimates of beta for small firms is much greater than the estimation risk associated with beta estimates for larger firms. The small firm premium may be a reward for this additional estimation risk. Second, there may be additional risk in investing in small stocks because far less information is
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available on these stocks. In fact, studies indicate that stocks that are neglected by analysts and institutional investors earn an excess return that parallels the small firm premium.

There is evidence of a small firm premium in markets outside the United States as well. Dimson and Marsh (1986) examined stocks in the United Kingdom from 1955 to 1984 and found that the annual returns on small stocks exceeded that on large stocks by 6 percent annually over the period. Chan, Hamao, and Lakonishok (1991) report a small firm premium of about 5 percent for Japanese stocks between 1971 and 1988.

**Price-Earnings Ratios**  Investors have long argued that stocks with low price-earnings ratios are more likely to be undervalued and earn excess returns. For instance, Benjamin Graham, in his investment classic *The Intelligent Investor*, used low price-earnings ratios as a screen for finding undervalued stocks. Studies [Basu (1977); Basu (1983)] that have looked at the relationship between PE ratios and excess returns confirm these priors. Figure 6.11 summarizes annual returns by PE ratio classes for stocks from 1967 to 1988. Firms in the lowest PE ratio class earned an average return of 16.26 percent during the period, while firms in the highest PE ratio class earned an average return of only 6.64 percent.

The excess returns earned by low PE ratio stocks also persist in other international markets. Table 6.3 summarizes the results of studies looking at this phenomenon in markets outside the United States.

The excess returns earned by low price-earnings ratio stocks are difficult to justify using a variation of the argument used for small stocks (i.e., that the risk of low PE ratios stocks is understated in the CAPM). Low PE ratio stocks generally are characterized by low growth, large size, and stable businesses, all of which should work toward reducing their risk rather than increasing it. The only explanation that can be given for this phenomenon, which is consistent with an efficient market, is that low PE ratio stocks generate large dividend yields, which would have created a larger tax burden because dividends are taxed at higher rates.
Price–Book Value Ratios

Another statistic that is widely used by investors in investment strategy is price–book value ratios. A low price–book value ratio has been considered a reliable indicator of undervaluation in firms. In studies that parallel those done on price-earnings ratios, the relationship between returns and price–book value ratios has been studied. The consistent finding from these studies is that there is a negative relationship between returns and price–book value ratios—low price–book value ratio stocks earn higher returns than high price–book value ratio stocks.

**TABLE 6.3** Excess Returns on Low PE Ratio Stocks by Country, 1989–1994

<table>
<thead>
<tr>
<th>Country</th>
<th>Annual Premium Earned by Lowest-PE Stocks (Bottom Quintile)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>3.03%</td>
</tr>
<tr>
<td>France</td>
<td>6.40%</td>
</tr>
<tr>
<td>Germany</td>
<td>1.06%</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>6.60%</td>
</tr>
<tr>
<td>Italy</td>
<td>14.16%</td>
</tr>
<tr>
<td>Japan</td>
<td>7.30%</td>
</tr>
<tr>
<td>Switzerland</td>
<td>9.02%</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2.40%</td>
</tr>
</tbody>
</table>

*Annual premium:* Premium earned over an index of equally weighted stocks in that market between January 1, 1989, and December 31, 1994. These numbers were obtained from a Merrill Lynch Survey of Proprietary Indices.

**FIGURE 6.11** Annual Returns by PE Ratio Class
Figure 6.11: PE Ratios and Stock Returns - 1952-2010
Rosenberg, Reid, and Lanstein (1985) find that the average returns on U.S. stocks are positively related to the ratio of a firm’s book value to market value. Between 1973 and 1984, the strategy of picking stocks with high book-price ratios (low price-book values) yielded an excess return of 36 basis points a month. Fama and French (1992), in examining the cross section of expected stock returns between 1963 and 1990, established that the positive relationship between book-to-price ratios and average returns persists in both the univariate and multivariate tests, and is even stronger than the size effect in explaining returns. When they classified firms on the basis of book-to-price ratios into 12 portfolios, firms in the lowest book-to-price (highest price-book) class earned an average monthly return of 0.30 percent, while firms in the highest book-to-price (lowest price-book) class earned an average monthly return of 1.83 percent for the 1963–1990 period.

Chan, Hamao, and Lakonishok (1991) find that the book-to-market ratio has a strong role in explaining the cross section of average returns on Japanese stocks. Capaul, Rowley, and Sharpe (1993) extend the analysis of price–book value ratios across other international markets, and conclude that value stocks (i.e., stocks with low price–book value ratios) earned excess returns in every market that they analyzed between 1981 and 1992. Their annualized estimates of the return differential earned by stocks with low price–book value ratios, over the market index, were:

<table>
<thead>
<tr>
<th>Country</th>
<th>Added Return to Low Price–Book Value Portfolio</th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td>3.26%</td>
</tr>
<tr>
<td>Germany</td>
<td>1.39%</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1.17%</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1.09%</td>
</tr>
<tr>
<td>Japan</td>
<td>3.43%</td>
</tr>
<tr>
<td>United States</td>
<td>1.06%</td>
</tr>
<tr>
<td>Europe</td>
<td>1.30%</td>
</tr>
<tr>
<td>Global</td>
<td>1.88%</td>
</tr>
</tbody>
</table>

A caveat is in order. Fama and French pointed out that low price–book value ratios may operate as a measure of risk, since firms with prices well below book value are more likely to be in trouble and go out of business. Investors therefore have to evaluate for themselves whether the additional returns made by such firms justify the additional risk taken on by investing in them.

Temporal Anomalies

There are a number of peculiarities in return differences across calendar time that not only are difficult to rationalize but are also suggestive of inefficiencies. Furthermore, some of these temporal anomalies are related to the small firm effect described in the previous section.

January Effect Studies of returns in the United States and other major financial markets [Roll (1983); Haugen and Lakonishok (1988)] consistently reveal strong differences in return behavior across the months of the year. Figure 6.12 reports average returns by months of the year from 1926 to 1983. Returns in January are
significantly higher than returns in any other month of the year. This phenomenon is called the year-end or January effect, and it can be traced to the first two weeks in January.

The relationship between the January effect and the small firm effect [(Keum (1983) and Reinganum (1983)) adds to the complexity of this phenomenon. The January effect is much more accentuated for small firms than for larger firms, and roughly half of the small firm premium described in the prior section is earned in the first two weeks of January. Figure 6.13 graphs returns in January by size and risk class for data from 1935 to 1986.

A number of explanations have been advanced for the January effect, but few hold up to serious scrutiny. Reinganum suggested that there is tax loss selling by investors at the end of the year on stocks that have lost money to capture the capital gain, driving prices down, presumably below true value, in December, and a buying back of the same stocks in January, resulting in the high returns. The fact that the January effect is accentuated for stocks that have done worse over the prior year is offered as evidence for this explanation. There are several pieces of evidence that contradict it, though. First, there are countries, like Australia, that have a different tax year but continue to have a January effect. Second, the January effect is no greater, on average, in years following bad years for the stock market than in other years.

A second rationale is that the January effect is related to institutional trading behavior around the turn of the years. It has been noted, for instance, that the ratio of buys to sells for institutions drops significantly below average in the days before

---

11Since wash sales rules would prevent an investor from selling and buying back the same stock within 45 days, there has to be some substitution among the stocks. Thus investor 1 sells stock A and investor 2 sells stock B, but when it comes time to buy back the stock, investor 1 buys stock B and investor 2 buys stock A.
Figure 6.12: Returns by Month of the Year: US stocks from 1927-2011
the turn of the year and picks up to above average in the months that follow. This is illustrated in Figure 6.14. It is argued that the absence of institutional buying pushes down prices in the days before the turn of the year and pushes up prices in the days after.

The universality of the January effect is illustrated in Figure 6.15, which examines returns in January versus the other months of the year in several major financial markets, and finds strong evidence of a January effect in every market [Haugen and Lakonishok (1988); Gultekin and Gultekin (1983)].

**Weekend Effect** The weekend effect is another return phenomenon that has persisted over extraordinarily long periods and over a number of international markets. It refers to the differences in returns between Mondays and other days of the week. The significance of the return difference is brought out in Figure 6.16, which graphs returns by days of the week from 1962 to 1978 [Gibbons and Hess (1981)].

The returns on Mondays are significantly negative, whereas the returns on every day of the week are not. There are a number of other findings on the Monday effect that have fleshed this out. First, the Monday effect is really a weekend effect since the bulk of the negative returns is manifested in the Friday close to Monday open returns. The intraday returns on Monday are not the culprits in creating the


*Source: Ritter and Chopra (1989).*
negative returns. Second, the Monday effect is worse for small stocks than for larger stocks. Third, the Monday effect is no worse following three-day weekends than following two-day weekends.

There are some who have argued that the weekend effect is the result of bad news being revealed after the close of trading on Friday and during the weekend. They point to Figure 6.7, which reveals that more negative earnings reports are revealed after close of trading on Friday. Even if this were a widespread phenomenon, the return behavior would be inconsistent with a rational market, since rational investors would build the expectation of the bad news over the weekend into the price before the weekend, leading to an elimination of the weekend effect.

The weekend effect is fairly strong in most major international markets, as shown in Figure 6.17. The presence of a strong weekend effect in Japan, which allowed Saturday trading for a portion of the period studied here, indicates that there might be a more direct reason for negative returns on Mondays than bad information over the weekend.

As a final note, the negative returns on Mondays cannot be attributed to just the absence of trading over the weekend. The returns on days following trading holidays in general are characterized by positive, not negative, returns. Figure 6.18 summarizes returns on trading days following major holidays and confirms this pattern.
There is a sense that insiders, analysts, and portfolio managers must possess an advantage over the average investors in the market and be able to convert this advantage into excess returns. The evidence on the performance of these investors is actually surprisingly mixed.

**Insider Trading**

The Securities and Exchange Commission (SEC) defines an insider to be an officer or director of the firm or a major stockholder (holding more than 5 percent of the outstanding stock in the firm). Insiders are barred from trading in advance of specific information on the company and are required to file with the SEC when they buy or sell stock in the company. If it is assumed, as seems reasonable, that insiders have better information about the company and consequently better estimates of value than other investors, the decisions by insiders to buy and sell stock should affect stock returns.
FIGURE 6.16  Average Daily Returns by Day of the Week, 1962–1978

FIGURE 6.17  Weekend Effect in International Markets
prices. Figure 6.19, derived from an early study of insider trading by Jaffe (1974), examines excess returns on two groups of stock, classified on the basis of insider trades. The “buy group” includes stocks where buys exceeded sells by the biggest margin, and the “sell group” includes stocks where sells exceed buys by the biggest margin.

While it seems like the buy group does significantly better than the sell group in this study, advances in information technology have made this information on insider trading available to more and more investors. A more recent study [Seyhun (1998)] of insider trading examined excess returns around both the date the insiders report to the SEC and the date that information becomes available to investors in the official summary. Figure 6.20 presents the contrast between the two event dates.

![Figure 6.18 A Holiday Effect? Average Market Returns on Holidays](chart)

![Figure 6.19 Cumulative Returns Following Insider Trading: Buy versus Sell Group](chart)

*Source: Jaffe (1974).*
Given the opportunity to buy on the date the insider reports to the SEC, investors could have marginal excess returns, but these returns diminish and become statistically insignificant if investors are forced to wait until the official summary date.

None of these studies examine the question of whether insiders themselves make excess returns. The reporting process, as set up now by the SEC, is biased toward legal and less profitable trades and away from illegal and more profitable trades. Though direct evidence cannot be offered for this proposition, insiders trading illegally on private information must make excess returns.

**Analyst Recommendations**

Analysts clearly hold a privileged position in the market for information, operating at the nexus of private and public information. Using both types of information, analysts issue buy and sell recommendations to their clients, who trade on this basis.

While both buy and sell recommendations affect stock prices, sell recommendations affect prices much more adversely than buy recommendations affect them positively. Interestingly, Womack (1996) documents that the price effect of buy recommendations tends to be immediate and there is no evidence of price drifts after the announcement, whereas prices continue to trend down after sell recommendations. Figure 6.21 graphs his findings. Stock prices increase by about 3 percent on buy recommendations, whereas they drop by about 4 percent on sell recommendations at the time of the recommendations (three days around reports). In the six months following, prices decline an additional 5 percent for sell recommendations, while leveling off for buy recommendations.

Though analysts provide a valuable service in collecting private information, or maybe because they do, there is a negative relationship in the cross section between returns earned by stocks and the number of analysts following the stock. The same kind of relationship exists between another proxy for interest—institutional ownership—and returns. This evidence [Arbel and Strebel (1983)] suggests that neglected stocks—those followed by few analysts and not held widely by institutions—earn higher returns than widely followed and held stocks.
Money Managers

Professional money managers operate as the experts in the field of investments. They are supposed to be better informed, have lower transaction costs, and be better investors overall than smaller investors. The earliest study of mutual funds by Jensen (1968) suggested that this supposition might not hold in practice. His findings, summarized in Figure 6.22 as excess returns on mutual funds, were that the average portfolio manager actually underperformed the market between 1955 and 1964.

These results have been replicated with mild variations in their conclusions. In the studies that are most favorable for professional money managers, they break even against the market after adjusting for transaction costs, and in those that are least favorable they underperform the market even before adjusting for transaction costs.

The results, when categorized on a number of different bases, do not offer much solace. For instance, Figure 6.23 shows excess returns from 1983 to 1990 and the percentage of money managers beating the market, categorized by investment style. Money managers in every investment style underperform the market index.

Figure 6.24 looks at the payoff to active portfolio management by measuring the added value from trading actively during the course of the year, and finds that returns drop between 0.5 percent and 1.5 percent a year as a consequence.
Finally, we find no evidence of continuity in performance. It classified money managers into quartiles and examined the probabilities of movement from one quartile to another each year from 1983 to 1990. The results are summarized in Table 6.4.

![Figure 6.22](source: Jensen (1968).)

**FIGURE 6.22** Mutual Fund Performance, 1955–1964—The Jensen Study

Finally, we find no evidence of continuity in performance. It classified money managers into quartiles and examined the probabilities of movement from one quartile to another each year from 1983 to 1990. The results are summarized in Table 6.4.

![Figure 6.23](Performance of Equity Funds, 1983–1990)
Table 6.4 indicates that a money manager who was ranked in the first quartile in a period had a 26 percent chance of being ranked in the first quartile in the next period and a 27 percent chance of being ranked in the bottom quartile. There is some evidence of reversal in the portfolio managers in the lowest quartile, though some of that may be a reflection of the higher-risk portfolios that they put together.

Thus, the overall evidence is that money managers collectively add little value for investors with their active investing strategies. So, is there any good news for money managers in these studies? There are some glimmers:

- **Hot hands phenomenon:** While there is little evidence of overall continuing in mutual fund performance, there is some evidence that money managers who have performed well in the recent past are likely to outperform the market in the near future. It is unclear, however, how long this momentum lasts, before...
there is reversal. This evidence mirrors our earlier analysis of stock prices showing momentum over weeks and months and reversing themselves in the long term. Even this good news has to be taken with an ounce of caution, since it is possible that sheer chance and selection bias can still explain these positive runs of superior performance.

**Skill versus luck:** There is some debate as to whether the differences in returns that money managers earn over long periods can be entirely attributed to luck. Fama and French (2010) argue that when returns are measured net of costs, there is little evidence that mutual funds beat the market. However, when they look at gross returns, there is some evidence of differences in skill; they estimate that superior managers generate about 1.25% more than the average.

**Tax, liquidity, and time horizon arbitrage:** A money manager with a tax rate much lower than that of other money managers, lower need for liquidity or lower transactions costs than other investors, and/or a longer time horizon may be able to exploit these differences to get investments at bargain prices and earn excess returns. Although there is anecdotal evidence that such investors exist, many of them are undone by their own success; as they attract more money, they lose their focus and their competitive edge.

The bottom line: It is possible to beat the market, but it is hard work. There are no magic bullets or simple formulae for investment success. The money managers who beat the market consistently over time tend to be few and far between. Although they may adopt different strategies and have different views on markets, they share some common characteristics. They have well thought out investment philosophies, play to their strengths, and stay disciplined.

**CONCLUSION**

The question of whether markets are efficient will always be a provocative one, given the implications that efficient markets have for investment management and research. If an efficient market is defined as one where the market price is an unbiased estimate of the true value, it is quite clear that some markets will always be more efficient than others and that markets will always be more efficient to some investors than to others. The capacity of a market to correct inefficiencies quickly will depend, in part, on the ease of trading, the transaction costs, and the vigilance of profit-seeking investors in that market.

While market efficiency can be tested in a number of different ways, the two most widely used tests to test efficiency are event studies, which examine market reactions to information events, and portfolio studies, which evaluate the returns of portfolios created on the basis of observable characteristics. It does make sense to be vigilant, because bias can enter these studies, intentionally or otherwise, in a number of different ways and can lead to unwarranted conclusions and, worse still, wasteful investment strategies.

There is substantial evidence of irregularities in market behavior related to systematic factors such as size, price-earnings ratios, and price–book value ratios, as well as to time—the January and the weekend effects. While these irregularities may be inefficiencies, there is also the sobering evidence that professional money
MARKET INEFFICIENCIES AND MONEY MANAGER PERFORMANCE

The evidence on markets is contradictory. On the one hand, there seem to be numerous patterns in stock prices—stock prices reverse course in the long term and returns are higher in January—and evidence of market anomalies—small-market-cap firms with low price-to-book and price-to-earnings ratios seem to handily beat the market. On the other hand, there seems to be little evidence of money managers being able to exploit these findings to beat the market.

There are a number of possible explanations. The most benign one is that the inefficiencies show up mostly in hypothetical studies and that the transaction cost and execution problems associated with converting these inefficiencies into portfolios overwhelm the excess returns. A second possible explanation is that the studies generally look at the long term; many are over 20 to 50 years. Over shorter periods, there is substantially more uncertainty about whether small stocks will outperform large stocks and whether buying losers will generate excess returns. There are no investment strategies that are sure bets for short periods. Pradhuman (2000) illustrates this phenomenon by noting that small-cap stocks have underperformed large-cap stocks in roughly one out of every four years in the past 50 years. Bernstein (1998) notes that while value investing (buying low PE and low price-to-book value stocks) may earn excess returns over long periods, growth investing has outperformed value investing over many five-year periods during the past three decades. A third explanation is that portfolio managers do not consistently follow any one strategy but jump from one strategy to another, both increasing their expenses and reducing the likelihood that the strategy can generate excess returns in the long term.

QUESTIONS AND SHORT PROBLEMS

In the problems following, use an equity risk premium of 5.5 percent if none is specified.

1. Which of the following is an implication of market efficiency? (There may be more than one right answer.)
   a. Resources are allocated among firms efficiently (i.e., put to best use).
   b. No investor will do better than the market in any time period.
   c. No investor will do better than the market consistently.
   d. No investor will do better than the market consistently after adjusting for risk.
Questions and Short Problems

1. No investor will do better than the market consistently after adjusting for risk and transaction costs.

2. No group of investors will do better than the market consistently after adjusting for risk and transaction costs.

2. Suppose you are following a retailing stock that has a strong seasonal pattern to sales. Would you expect to see a seasonal pattern in the stock price as well?

3. Tests of market efficiency are often referred to as joint tests of two hypotheses—the hypothesis that the market is efficient and an expected returns model. Explain. Is it ever possible to test market efficiency alone (i.e., without jointly testing an asset pricing model)?

4. You are in a violent argument with a chartist. He claims that you are violating the fundamental laws of economics by trying to find intrinsic value. “Price is determined by demand and supply, not by some intrinsic value.” Is finding an intrinsic value inconsistent with demand and supply?

5. You are testing the effect of merger announcements on stock prices. (This is an event study.) Your procedure goes through the following steps:
   
   Step 1: You choose the 20 biggest mergers of the year.
   Step 2: You isolate the date the merger became effective as the key day around which you will examine the data.
   Step 3: You look at the returns for the five days after the effective merger date.

   By looking at these returns (0.13%) you conclude that you could not have made money on merger announcements. Are there any flaws that you can detect in this test? How would you correct for them? Can you devise a stronger test?

6. In an efficient market, the market price is defined to be an “unbiased estimate” of the true value. This implies that (choose one):
   a. The market price is always equal to true value.
   b. The market price has nothing to do with true value.
   c. Markets make mistakes about true value, and investors can exploit these mistakes to make money.
   d. Market prices contain errors, but the errors are random and therefore cannot be exploited by investors.
   e. No one can beat the market.

7. Evaluate whether the following actions are likely to increase stock market efficiency, decrease it, or leave it unchanged, and explain why.
   a. The government imposes a transaction tax of 1% on all stock transactions.
      Increase efficiency ____ Decrease efficiency ____ Leave unchanged ____
   b. The securities exchange regulators impose a restriction on all short sales to prevent rampant speculation.
      Increase efficiency ____ Decrease efficiency ____ Leave unchanged ____
   c. An options market, trading call and put options, is opened up, with options traded on many of the stocks listed on the exchange.
      Increase efficiency ____ Decrease efficiency ____ Leave unchanged ____
   d. The stock market removes all restrictions on foreign investors acquiring and holding stock in companies.
      Increase efficiency ____ Decrease efficiency ____ Leave unchanged ____
8. The following is a graph of cumulative abnormal returns around the announcement of asset divestitures by major corporations.

How best would you explain the:
- Market behavior before the announcement?
- Market reaction to the announcement?
- Market reaction after the announcement?

9. What is the phenomenon of the size effect in stock performance? How does it relate to the turn-of-the-year effect? Can you suggest any good reasons why small stocks, after adjusting for beta, still do better than large stocks? What strategy would you follow to exploit this anomaly? What factors do you have to keep in mind?

10. A study examining market reactions to earnings surprises found that prices tend to drift after earnings surprises. What does this tell you about the market's capacity to learn from events and new information? What cross-sectional differences would you expect to find in this learning behavior? (Would you expect to see a greater price drift in some types of firms than in others? Why?) How would you try to exploit this anomaly? What possible costs would you have to keep in mind?

11. One explanation of the turn-of-the-year or January effect has to do with sales and purchases related to the tax year.
   - Present the tax effect hypothesis.
   - Studies have shown that the January effect occurs internationally, even in countries where the tax year does not start in January. Speculate on a good reason for this.

12. The following are the expected price appreciation and dividend yield components of returns on two portfolios—a high dividend yield portfolio and a low dividend yield portfolio.
<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Expected Price Appreciation</th>
<th>Expected Dividend Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>High yield</td>
<td>9%</td>
<td>5%</td>
</tr>
<tr>
<td>Low yield</td>
<td>12%</td>
<td>1%</td>
</tr>
</tbody>
</table>

You are a taxable investor who faces a tax rate of 40% on dividends. What would your tax rate on capital gains need to be for you to be indifferent between these two portfolios?

13. Answer true or false to the following questions:
   a. Low price-earnings stocks, on average, earn returns in excess of expectations, while high price-earnings stocks earn less than expected. This is primarily because lower PE ratio stocks have lower risk.
      True ___ False ___
   b. The small firm effect, which refers the positive excess returns earned, on average, by small firms, is primarily caused by a few small firms that make very high positive returns.
      True ___ False ___
   c. Investors generally cannot make money on analyst recommendations, because stock prices are not affected by these recommendations.
      True ___ False ___

14. You are examining the performance of two mutual funds. AD Value Fund has been in existence since January 1, 1988, and invests primarily in stocks with low price-earnings ratios and high dividend yields. AD Growth Fund has also been in existence since January 1, 1988, but it invests primarily in high-growth stocks, with high PE ratios and low or no dividends. The performance of these funds over the past five years is summarized as follows:

<table>
<thead>
<tr>
<th>Average from 1988 to 1992</th>
<th>Price Appreciation</th>
<th>Dividend Yield</th>
<th>Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>NYSE Composite</td>
<td>13%</td>
<td>3%</td>
<td>1.0</td>
</tr>
<tr>
<td>AD Value</td>
<td>11%</td>
<td>5%</td>
<td>0.8</td>
</tr>
<tr>
<td>AD Growth</td>
<td>15%</td>
<td>1%</td>
<td>1.2</td>
</tr>
</tbody>
</table>

The average risk-free rate during the period was 6%. The current risk-free rate is 3%.

   a. How well or badly did these funds perform after adjusting for risk?
   b. Assume that the front-end load on each of these funds is 5% (i.e., if you put $1,000 in each of these funds today, you would only be investing $950 after the initial commission). Assume also that the excess returns you have calculated in part (a) will continue into the future and that you choose to invest in the fund that outperformed the market. How many years would you have to hold this fund to break even?